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	Verizon
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	Neustar Pooling
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NOTE:  ALL LNPA WG APT ACTION ITEMS REFERENCED IN THE MINUTES BELOW HAVE BEEN CAPTURED IN THE “JUNE_14_2011 LNPA WG APT ACTION ITEMS” FILE ISSUED IN A SEPARATE E-MAIL FROM THESE MINUTES AND ATTACHED BELOW.
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JUNE 14, 2011 LNPA WG APT CONFERENCE CALL MINUTES:
Status of Vendor and Service Provider Test Case Lists – Neustar & Telcordia:
Action Item 051011-16:  Neustar and Telcordia will create a list of Vendor (ITP) and Service Provider regression test cases, identify which are Vendor (ITP) and which are regression or which are both, determine which are conditional, and which apply to the following four categories:

1. New Service Provider and New Vendor,

2. New Service Provider and Experienced Vendor,

3. Experienced Service Provider and New Vendor,

4. Experienced Service Provider and Experienced Vendor.

The status of this work effort will be provided on the June 14, 2011 APT conference call and at the APT portion of the July 2011 LNPA WG meeting.
· Neustar reported that they have been working on additions to the attached test case list, first reviewed at the May 2011 LNPA WG APT meeting, for additional flows.
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· This is still very much a work in progress and will be on the agenda for the July 2011 LNPA WG APT meeting.
Review of New PIM on Pending SVs Preventing Creation of Pooled 1K Blocks – Neustar:
Action Item 051011-03:  Regarding the requirement in the NPAC preventing creation of a pending pooled 1K block if there is a pending SV within that 1K block, and vice versa, until the pending SV or block is either activated or canceled, .Neustar will write up a PIM problem statement on this issue to be reviewed on the June 14, 2011 APT conference call.  

· Neustar presented the attached proposed PIM document related to the issue in Action Item 051011-03.
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· Neustar stated that the most frequent scenario related to this issue is a provider creating a block in their own code such as to move inventory to a different one of their switches in a rate center using pooling.  The least frequent occurrence is a provider getting one of their donated blocks from the pool and assigning it to a different one of their switches than the switch from which it was donated.  
· For cases where the codeholder SPID and the blockholder SPID are different within the same provider, this proposed resolution would not apply.
· There were no objections to accepting this PIM.

· For non-EDR system providers, they would not get a TN broadcast for a pending, but not yet activated, SV, and Neustar was not sure how their systems would handle it.  Regarding the attached PIM, Service Providers (and, in particular, non-EDR LSMS Service Providers) are to internally investigate the impact of allowing pending SVs to exist when a block is activated.  The scenario being considered is only for the case where the code-owner SPID and the block-owner SPID are the same.  This will be further discussed during the APT portion of the July 2011 LNPA WG meeting in conjunction with a proposed related Change Order.
· Neustar will develop a related Change Order for review and discussion during the APT portion of the July 2011 LNPA WG meeting.
· A Service Provider asked how often the issue described in the PIM occurs.  Neustar responded that it happens on average about once a week and could involve a number of blocks.

The next APT meeting will take place on Tuesday, July 12, 2011, during the July 2011 LNPA WG meeting in New Orleans, Louisiana.  The meeting is being hosted by Neustar.  A dial-in bridge will be provided - 888-412-7808 PIN 23272#.
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JUNE 14, 2011 LNPA WORKING GROUP APT ACTION ITEMS ASSIGNED:


NOTE:  FOR THE FOLLOWING ACTION ITEMS THIS NUMBERING SCHEME APPLIES:


· FIRST TWO DIGITS DESIGNATE THE MONTH OF THE LNPA WG  MEETING/CALL

· SECOND TWO DIGITS DESIGNATE THE DAY OF THE LNPA WG MEETING/CALL

· THIRD TWO DIGITS DESIGNATE THE YEAR OF THE LNPA WG MEETING/CALL

· ALPHA CHARACTERS INDICATE WHETHER ACTION ITEM WAS ASSIGNED TO APT (“APT”) OR FULL LNPA WG (“LNPAWG”)


· LAST TWO DIGITS DESIGNATE THE ACTION ITEM NUMBER


LNPA WG ARCHITECTURE PLANNING TEAM (APT) MEETING ACTION ITEMS:


NEUSTAR ACTION ITEMS:


061411-APT-01:  Regarding the attached accepted PIM, Neustar will develop a related


Change Order for review and discussion during the APT portion of the July 2011 LNPA WG meeting.  See related Action Item 061411-APT-02.
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SERVICE PROVIDER ACTION ITEMS:


061411-APT-02:  Regarding the attached accepted PIM, Service Providers (and, in


particular, non-EDR LSMS Service Providers) are to internally investigate the impact of allowing pending SVs to exist when a block is activated.  The scenario being considered is only for the case where the code-owner SPID and the block-owner SPID are the same.  This will be further discussed during the APT portion of the July 2011 LNPA WG meeting in conjunction with a proposed related Change Order.  See related Action Item 061411-APT-01.  
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NANC – LNPA Working Group
                     
Problem/Issue Identification Document






LNP Problem/Issue Identification and Description Form



Submittal Date (mm/dd/yyyy): 06-10-2011


Company(s) Submitting Issue: Neustar


Contact(s):  Name Stephen Addicks



Contact Number: 571-215-0284



 E-mail Address   stephen.addicks@neustar.biz 



(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)



1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)



The dynamic nature of number porting activities and the rigid requirements that "pending blocks" cannot be created if pending SVs exist (and porting cannot be performed once a pending block has been created until the block is activated) cause unnecessary churn and introduce unnecessary service risk.  [In this PIM, the term "pending block" refers to the NPA-NXX-X (aka "DashX") that is created in preparation for the subsequent activation of a pooled block.  The "pending block" record is network-level data item and has no SV-level records associated with it.]                                                         



2. Problem/Issue Description: (Provide detailed description of problem/issue.)



A.   Examples & Impacts of Problem/Issue: 



NPAC design provides that a pending block cannot be created if a pending SV exits.  (This rule applies only when the pending SV is for a telephone number  that is not already an active SV record.)  If the SP donating the block has created intra-SP ports for its working numbers in the block, this problem does not occur.  An internal review of NPAC data indicates the problem overwhelmingly occurs for the case code-owner SPID and the block-owner SPID are the same.



Where the  code-owner's SPID and the block-owner's SPID are be the same, and thus the block may have far more than 10% of its numbers working, it may not be feasible to cancel pending SVs, intra-SP port those numbers, and only then recreate the pending SV.  Alternatively, NPAC personnel must work with the SPs involved in those pending ports to request that the pending SVs be either activated or cancelled in order to permit creation of the pending block.  Thus the interference of pending SVs with the creation of pooled blocks introduces delay and creates unnecessary work for the NPAC and the SP community.  


B.   Frequency of Occurrence: Weekly.


C. NPAC Regions Impacted:



 Canada___ Mid Atlantic _X_ Midwest _X_ Northeast _X_ Southeast _X_ Southwest _X_ Western _X_     



 West Coast _X_  ALL___



D.  Rationale why existing process is deficient:  Creates delay and unnecessary work.


E.   Identify action taken in other committees / forums:  None known.


F.   Any other descriptive items: Related problem is the inability to port numbers from the time a pending block is created until the block is activated.  Changes in NPAC operational processes to minimize this interval are being developed and are expected to be implemented in 3q2011, therefore no action is required of the LNPA WG to mitigate this problem.


3. Suggested Resolution: 



Modify NPAC software to allow pending blocks to be created even when pending SVs exist, but only for the case where the code-owner and block-owner SPIDs are the same.  Because this change is problematic for a non-EDR LSMS, the feature would be toggled off for in a region containing a non-EDR LSMS.


LNPA WG: (only)



Item Number: __ __ __ __




Issue Resolution Referred to: _________________________________________________________


Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________
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NANC – LNPA Working Group
                     
Problem/Issue Identification Document




LNP Problem/Issue Identification and Description Form


Submittal Date (mm/dd/yyyy): 06-10-2011

Company(s) Submitting Issue: Neustar

Contact(s):  Name Stephen Addicks


Contact Number: 571-215-0284


 E-mail Address   stephen.addicks@neustar.biz 


(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)


1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)


The dynamic nature of number porting activities and the rigid requirements that "pending blocks" cannot be created if pending SVs exist (and porting cannot be performed once a pending block has been created until the block is activated) cause unnecessary churn and introduce unnecessary service risk.  [In this PIM, the term "pending block" refers to the NPA-NXX-X (aka "DashX") that is created in preparation for the subsequent activation of a pooled block.  The "pending block" record is network-level data item and has no SV-level records associated with it.]                                                         


2. Problem/Issue Description: (Provide detailed description of problem/issue.)


A.   Examples & Impacts of Problem/Issue: 


NPAC design provides that a pending block cannot be created if a pending SV exits.  (This rule applies only when the pending SV is for a telephone number  that is not already an active SV record.)  If the SP donating the block has created intra-SP ports for its working numbers in the block, this problem does not occur.  An internal review of NPAC data indicates the problem overwhelmingly occurs for the case code-owner SPID and the block-owner SPID are the same.


Where the  code-owner's SPID and the block-owner's SPID are be the same, and thus the block may have far more than 10% of its numbers working, it may not be feasible to cancel pending SVs, intra-SP port those numbers, and only then recreate the pending SV.  Alternatively, NPAC personnel must work with the SPs involved in those pending ports to request that the pending SVs be either activated or cancelled in order to permit creation of the pending block.  Thus the interference of pending SVs with the creation of pooled blocks introduces delay and creates unnecessary work for the NPAC and the SP community.  

B.   Frequency of Occurrence: Weekly.

C. NPAC Regions Impacted:


 Canada___ Mid Atlantic _X_ Midwest _X_ Northeast _X_ Southeast _X_ Southwest _X_ Western _X_     


 West Coast _X_  ALL___


D.  Rationale why existing process is deficient:  Creates delay and unnecessary work.

E.   Identify action taken in other committees / forums:  None known.

F.   Any other descriptive items: Related problem is the inability to port numbers from the time a pending block is created until the block is activated.  Changes in NPAC operational processes to minimize this interval are being developed and are expected to be implemented in 3q2011, therefore no action is required of the LNPA WG to mitigate this problem.

3. Suggested Resolution: 


Modify NPAC software to allow pending blocks to be created even when pending SVs exist, but only for the case where the code-owner and block-owner SPIDs are the same.  Because this change is problematic for a non-EDR LSMS, the feature would be toggled off for in a region containing a non-EDR LSMS.

LNPA WG: (only)


Item Number: __ __ __ __



Issue Resolution Referred to: _________________________________________________________

Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________
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		IIS Flows								ITP				TUTP

		B.3   Service Provider Scenarios

				B.3.1   SP Create by NPAC						12.3.1   MOC.NPAC.SOA.CAP.OP.CRE.serviceProvNetwork

										12.3.5   MOC.NPAC.SOA.INV.CRE.DUP.serviceProvNetwork

										14.5.1   MOC.NPAC.CAP.OP.CRE.serviceProvNetwork

										14.5.5   MOC.NPAC.INV.CRE.DUP.serviceProvNetwork

				B.3.2   SP Delete by NPAC						12.3.4   MOC.NPAC.SOA.CAP.OP.DEL.serviceProvNetwork

										12.3.10   MOC.NPAC.SOA.INV.DEL.serviceProvNetwork

										12.3.11   MOC.NPAC.SOA.INV.DEL.CO.serviceProvNetwork

										14.5.4   MOC.NPAC.CAP.OP.DEL.serviceProvNetwork

										14.5.10   MOC.NPAC.INV.DEL.serviceProvNetwork

										14.5.11   MOC.NPAC.INV.DEL.CO.serviceProvNetwork

				B.3.3   SP Modify by NPAC						12.3.3   MOC.NPAC.SOA.CAP.OP.SET.serviceProvNetwork

										12.3.6   MOC.NPAC.SOA.INV.SET.RO.serviceProvNetwork

										12.3.7   MOC.NPAC.SOA.INV.SET.SYN.serviceProvNetwork

										12.3.8   MOC.NPAC.SOA.INV.SET.serviceProvNetwork

										12.3.12   MOC.NPAC.SOA.BND.SET.MIN.serviceProvNetwork

										12.3.13   MOC.NPAC.SOA.BND.SET.MAX.serviceProvNetwork

										12.3.15   MOC.NPAC.SOA.CAP.OP.SET.SPT.serviceProvNetwork

										14.5.3   MOC.NPAC.CAP.OP.SET.serviceProvNetwork

										14.5.6   MOC.NPAC.INV.SET.RO.serviceProvNetwork

										14.5.7   MOC.NPAC.INV.SET.SYN.serviceProvNetwork

										14.5.8   MOC.NPAC.INV.SET.serviceProvNetwork

										14.5.12   MOC.NPAC.BND.SET.MIN.serviceProvNetwork

										14.5.13   MOC.NPAC.BND.SET.MAX.serviceProvNetwork

				B.3.4   SP Modify by LSMS						13.5.1   MOC.LSMS.CAP.OP.SET.serviceProv				8.1.1.2.2.2  Modify an existing service provider’s profile by adding contact data via the LSMS Mechanized Interface. – Success

										13.5.3   MOC.LSMS.VAL.SET.SING.serviceProv				8.1.1.2.2.3  Modify an existing service provider’s profile by deleting non-required contact data via the LSMS Mechanized Interface. – Success

										13.5.4   MOC.LSMS.VAL.SET.SING.COND.serviceProv				8.1.1.2.2.4  Modify an existing service provider’s profile by modifying network address data via the LSMS Mechanized Interface. – Success

										13.5.5   MOC.LSMS.VAL.SET.MULT.serviceProv				8.1.1.2.2.5  Modify an existing service provider’s profile with invalid contact data via the LSMS Mechanized Interface. – Error

										13.5.6   MOC.LSMS.INV.SET.serviceProv

										13.5.8   MOC.LSMS.BND.MIN.SET.serviceProv

										13.5.9   MOC.LSMS.BND.MAX.SET.serviceProv

				B.3.5   SP Modify by SOA						11.6.1   MOC.SOA.CAP.OP.SET.serviceProv				8.1.1.2.1.2  Modify an existing service provider’s profile by adding contact data via the SOA Mechanized Interface. – Success

										11.6.3   MOC.SOA.VAL.SET.SING.serviceProv				8.1.1.2.1.3  Modify an existing service provider’s profile by deleting non-required contact data via the SOA Mechanized Interface. – Success

										11.6.4   MOC.SOA.VAL.SET.SING.COND.serviceProv				8.1.1.2.1.4  Modify an existing service provider’s profile by modifying network address data via the SOA Mechanized Interface. – Success

										11.6.5   MOC.SOA.VAL.SET.MULT.serviceProv				8.1.1.2.1.5  Modify an existing service provider’s profile with invalid contact data via the SOA Mechanized Interface. – Error

										11.6.6   MOC.SOA.INV.SET.serviceProv

										11.6.8   MOC.SOA.BND.MIN.SET.serviceProv

										11.6.9   MOC.SOA.BND.MAX.SET.serviceProv

										12.3.17   MOC.NPAC.CAP.OP.SET.SPT.serviceProvNetwork

				B.3.6   SP Query by LSMS						13.2.1   MOC.LSMS.CAP.OP.GET.lnpServiceProvs				8.1.1.4.1.2  Service Provider Query to the NPAC for their own service provider data via their LSMS. – Success

										13.2.2   MOC.LSMS.INV.GET.lnpServiceProvs

										13.5.2   MOC.LSMS.CAP.OP.GET.serviceProv

										13.5.7   MOC.LSMS.INV.GET.serviceProv

				B.3.7   SP Query by SOA						11.2.1   MOC.SOA.CAP.OP.GET.lnpServiceProvs				8.1.1.4.1.3  Service Provider Query to the NPAC for their own Service Provider data via their SOA. – Success

										11.2.2   MOC.SOA.INV.GET.lnpServiceProvs				8.1.1.4.1.4  Service Provider Query to the NPAC for another Service Provider's data via the SOA. – Error

										11.6.2   MOC.SOA.CAP.OP.GET.serviceProv

										11.6.7   MOC.SOA.INV.GET.serviceProv

										12.3.9   MOC.NPAC.SOA.INV.GET.serviceProvNetwork

										12.3.14   MOC.NPAC.SOA.CAP.OP.GET.SPT.serviceProvNetwork

										12.3.16   MOC.NPAC.CAP.OP.GET.SPT.serviceProvNetwork

				N/A						12.3.2   MOC.NPAC.SOA.CAP.OP.GET.serviceProvNetwork

										14.5.2   MOC.NPAC.CAP.OP.GET.serviceProvNetwork

		B.4   Service Provider Network Data Scenarios

				B.4.1   NPA-NXX Scenarios

						B.4.1.1   NPA-NXX Create by NPAC				12.4.1   MOC.NPAC.SOA.CAP.OP.CRE.serviceProvNPA-NXX

										12.4.3   MOC.NPAC.SOA.INV.CRE.DUP.serviceProvNPA-NXX

										14.6.1   MOC.NPAC.CAP.OP.CRE.serviceProvNPA-NXX

										14.6.3   MOC.NPAC.INV.CRE.DUP.serviceProvNPA-NXX

						B.4.1.2   NPA-NXX Modify by NPAC				12.4.4   MOC.NPAC.SOA.INV.SET.serviceProvNPA-NXX

										12.4.6   MOC.NPAC.SOA.CAP.OP.SET.serviceProvNPA-NXX

										14.6.4   MOC.NPAC.INV.SET.serviceProvNPA-NXX

										14.6.6   MOC.NPAC.CAP.OP.SET.serviceProvNPA-NXX

						B.4.1.3   NPA-NXX Delete by NPAC				12.4.2   MOC.NPAC.SOA.CAP.OP.DEL.serviceProvNPA-NXX

										12.4.5   MOC.NPAC.SOA.INV.DEL.serviceProvNPA-NXX

										14.6.2   MOC.NPAC.CAP.OP.DEL.serviceProvNPA-NXX

										14.6.5   MOC.NPAC.INV.DEL.serviceProvNPA-NXX

						B.4.1.4   NPA-NXX Create by LSMS				13.9.3   MOC.LSMS.VAL.CRE.AUTO.serviceProvNPA-NXX				8.1.1.1.2.1  Open a non-existing NPA-NXX for portability via the LSMS Mechanized Interface. – Success

										13.9.6   MOC.LSMS.INV.CRE.serviceProvNPA-NXX				8.1.1.1.2.2  Open an NPA-NXX for portability via the LSMS Mechanized Interface that exists for another service provider. – Error

										13.9.9   MOC.LSMS.INV.CRE.LATA.serviceProvNPA-NXX				8.1.1.1.2.3  Open an NPA-NXX for portability via the LSMS Mechanized Interface that exists for the given service provider. – Error

										16.2.1   A2A.LSMS.VAL.CREND.serviceProvNPA-NXX				8.1.1.1.2.4  Open NPA-NXX for portability via the LSMS Mechanized Interface with an effective date prior to the current date. – Success

														8.1.1.1.2.5  Open NPA-NXX for portability via the LSMS Mechanized Interface with invalid effective date. – Error

														8.1.1.1.2.6  Open NPA-NXX for portability via the LSMS Mechanized Interface while a communications problem exists between the NPAC SMS and an LSMS. – Success

						B.4.1.5   NPA-NXX Create by SOA				11.10.3   MOC.SOA.VAL.CRE.AUTO.serviceProvNPA-NXX				8.1.1.1.1.1   Open a non-existing NPA-NXX for portability via the SOA Mechanized Interface. – Success

										11.10.6   MOC.SOA.INV.CRE.serviceProvNPA-NXX				8.1.1.1.1.2  Open an NPA-NXX for portability via the SOA Mechanized Interface that exists for another service provider. – Error

														8.1.1.1.1.3  Open an NPA-NXX for portability via the SOA Mechanized Interface that exists for the given service provider. – Error

														8.1.1.1.1.4  Open NPA-NXX for portability via the SOA Mechanized Interface with an effective date prior to the current date. – Success

														8.1.1.1.1.5  Open NPA-NXX for portability via the SOA Mechanized Interface with invalid effective date. – Error

														8.1.1.1.1.6  Open NPA-NXX for portability via the SOA Mechanized Interface while a communications problem exists between the NPAC SMS and an LSMS. – Success

						B.4.1.6   NPA-NXX Delete by LSMS				13.9.2   MOC.LSMS.CAP.OP.DEL.serviceProvNPA-NXX				8.1.1.3.2.1  Delete NPA-NXX via LSMS Mechanized Interface. – Success

										13.9.5   MOC.LSMS.VAL.DEL.SCOP.FILT.serviceProvNPA-NXX

										13.9.8   MOC.LSMS.INV.DEL.serviceProvNPA-NXX

										16.2.2   A2A.LSMS.VAL.DELND.serviceProvNPA-NXX

						B.4.1.7   NPA-NXX Delete by SOA				11.10.2   MOC.SOA.CAP.OP.DEL.serviceProvNPA-NXX				8.1.1.3.1.1  Delete NPA-NXX via SOA Mechanized Interface. – Success

										11.10.5   MOC.SOA.VAL.DEL.SCOP.FILT.serviceProvNPA-NXX				8.1.1.3.1.2  Delete NPA-NXX via SOA or LSMS Mechanized Interface – ‘active’ subscription versions exist. – Error

										11.10.8   MOC.SOA.INV.DEL.serviceProvNPA-NXX				8.1.1.3.1.3  Delete NPA-NXX via SOA or LSMS Mechanized Interface – not owner service provider. – Error

						B.4.1.8   NPA-NXX Query by LSMS				13.4.1   MOC.LSMS.CAP.OP.GET.lnpNetwork				8.1.1.4.1.5  Service Provider Query to the NPAC for NPA-NXX data via their Local SMS. – Success

										13.4.3   MOC.LSMS.INV.GET.lnpNetwork

										13.8.1   MOC.LSMS.CAP.OP.GET.serviceProvNetwork

										13.8.2   MOC.LSMS.INV.GET.serviceProvNetwork

										13.9.1   MOC.LSMS.CAP.OP.GET.serviceProvNPA-NXX

										13.9.4   MOC.LSMS.VAL.GET.SCOP.FILT.serviceProvNPA-NXX

										13.9.7   MOC.LSMS.INV.GET.serviceProvNPA-NXX

										13.9.10   MOC.LSMS.CAP.OP.GET.MODTS.NULL.serviceProvNPA-NXX

										13.9.11   MOC.SOA.CAP.OP.GET.MODTS.NOTNULL.serviceProvNPA-NXX

						B.4.1.9   NPA-NXX Query by SOA				11.5.1   MOC.SOA.CAP.OP.GET.lnpNetwork				8.1.1.4.1.6  Service Provider Query to the NPAC for NPA-NXX data via their SOA. – Success

										11.5.2   MOC.SOA.INV.GET.lnpNetwork

										11.9.1   MOC.SOA.CAP.OP.GET.serviceProvNetwork

										11.9.2   MOC.SOA.INV.GET.serviceProvNetwork

										11.10.1   MOC.SOA.CAP.OP.GET.serviceProvNPA-NXX

										11.10.4   MOC.SOA.VAL.GET.SCOP.FILT.serviceProvNPA-NXX

										11.10.7   MOC.SOA.INV.GET.serviceProvNPA-NXX

										11.10.9   MOC.SOA.CAP.OP.GET.MODTS.NOTNULL.serviceProvNPA-NXX

										11.10.10   MOC.SOA.CAP.OP.GET.MODTS.NULL.serviceProvNPA-NXX

						N/A

				B.4.2   LRN Scenarios

						B.4.2.1   LRN Create by NPAC				12.5.1   MOC.NPAC.SOA.CAP.OP.CRE.serviceProvLRN

										12.5.3   MOC.NPAC.SOA.INV.CRE.DUP.serviceProvLRN

										14.7.1   MOC.NPAC.CAP.OP.CRE.serviceProvLRN

										14.7.3   MOC.NPAC.INV.CRE.DUP.serviceProvLRN

						B.4.2.2   LRN Create by SOA				11.11.3   MOC.SOA.VAL.CRE.AUTO.serviceProvLRN				8.1.1.1.1.7  Add a non-existing LRN via the SOA Mechanized Interface. – Success

										11.11.6   MOC.SOA.INV.CRE.serviceProvLRN				8.1.1.1.1.8  Add an LRN via the SOA Mechanized Interface that exists for another service provider. – Error

														8.1.1.1.1.9  Add an LRN via the SOA Mechanized Interface that exists for the given service provider. – Error

														8.1.1.1.1.10  Add LRN via the SOA Mechanized Interface with invalid LRN data. – Error

														8.1.1.1.1.11  Create an LRN via the SOA Mechanized Interface while a communications problem exists between the NPAC SMS and an LSMS. – Success

						B.4.2.3   LRN Delete by SOA				11.11.2   MOC.SOA.CAP.OP.DEL.serviceProvLRN				8.1.1.3.1.4  Delete LRN via SOA Mechanized Interface. – Success

										11.11.5   MOC.SOA.VAL.DEL.SCOP.FILT.serviceProvLRN				8.1.1.3.1.5  Delete LRN via SOA or LSMS Mechanized Interface – ‘active’ subscription versions exist. – Error

										11.11.8   MOC.SOA.INV.DEL.serviceProvLRN				8.1.1.3.1.6  Delete LRN via SOA or LSMS Mechanized Interface – not owner service provider. – Error

										12.5.2   MOC.NPAC.SOA.CAP.OP.DEL.serviceProvLRN

										12.5.5   MOC.NPAC.SOA.INV.DEL.serviceProvLRN

						B.4.2.4   LRN Query by SOA				11.9.1   MOC.SOA.CAP.OP.GET.ServiceProvNetwork				8.1.1.4.1.7  Service Provider Query to the NPAC for LRN data via their SOA. – Success

										11.9.2   MOC.SOA.INV.GET.ServiceProvNetwork				8.1.1.4.1.8  Service Provider Query to the NPAC for another Service Provider's LRN via the SOA. – Success

										11.11.1   MOC.SOA.CAP.OP.GET.serviceProvLRN				8.1.1.4.1.11  Service Provider issues a Scoped/Filtered GET of Network Data to the NPAC via their  SOA. – Success

										11.11.4   MOC.SOA.VAL.GET.SCOP.FILT.serviceProvLRN

										11.11.7   MOC.SOA.INV.GET.serviceProvLRN

						B.4.2.5   LRN Delete by NPAC

						B.4.2.6   LRN Create by LSMS				13.10.3   MOC.LSMS.VAL.CRE.AUTO.serviceProvLRN				8.1.1.1.2.7  Add a non-existing LRN via the LSMS Mechanized Interface. – Success

										13.10.6   MOC.LSMS.INV.CRE.serviceProvLRN				8.1.1.1.2.8  Add an LRN via the LSMS Mechanized Interface that exists for another service provider. – Error

										13.10.9   MOC.LSMS.INV.CRE.LATA.serviceProvLRN				8.1.1.1.2.9  Add an LRN via the LSMS Mechanized Interface that exists for the given service provider. – Error

										16.2.3   A2A.LSMS.VAL.CREND.serviceProvLRN				8.1.1.1.2.10  Add LRN via the LSMS Mechanized Interface with invalid LRN data. – Error

														8.1.1.1.2.11  Create an LRN via the LSMS Mechanized Interface while a communications problem exists between the NPAC SMS and an LSMS. – Success

						B.4.2.7   LRN Delete by LSMS				13.10.2   MOC.LSMS.CAP.OP.DEL.serviceProvLRN				8.1.1.3.2.2  Delete LRN via LSMS Mechanized Interface. – Success

										13.10.5   MOC.LSMS.VAL.DEL.SCOP.FILT.serviceProvLRN

										13.10.8   MOC.LSMS.INV.DEL.serviceProvLRN

										14.7.2   MOC.NPAC.CAP.OP.DEL.serviceProvLRN

										14.7.5   MOC.NPAC.INV.DEL.serviceProvLRN

										16.2.4   A2A.LSMS.VAL.DELND.serviceProvLRN

						B.4.2.8   LRN Query by LSMS				13.8.1   MOC.LSMS.CAP.OP.GET.serviceProvNetwork				8.1.1.4.1.9  Service Provider Query to the NPAC for LRN data via their Local SMS. – Success

										13.8.2   MOC.LSMS.INV.GET.serviceProvNetwork				8.1.1.4.1.10  Service Provider issues a Scoped/Filtered GET of Network Data to the NPAC via their Local SMS. – Success

										13.10.1   MOC.LSMS.CAP.OP.GET.serviceProvLRN

										13.10.4   MOC.SOA.VAL.GET.SCOP.FILT.serviceProvLRN

										13.10.7   MOC.SOA.INV.GET.serviceProvLRN

						B.4.2.9   Network Data Download

						B.4.2.10   Scoped/Filt GET Ntwk Data

						B.4.2.11   Scoped/Filt GET Ntwk Data				11.11.4   MOC.SOA.VAL.GET.SCOP.FILT.serviceProvLRN

						from SOA

						N/A				12.5.4   MOC.NPAC.SOA.INV.SET.serviceProvLRN

										14.7.4   MOC.NPAC.INV.SET.serviceProvLRN
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