NPIF – Giddy Up Sub Team
 Meeting Notes
Friday, June 18, 2021   11:00 AM – 12:00 PM (Eastern Time Zone)

Chairpersons:
Cheryl Fullerton (Inteliquent), Annalyce Grogan (Bandwidth), Joy McConnell-Couch (CenturyLink/Lumen)

Meeting Attendance – 20 Participants
	
Name
	Company
	Name
	Company

	John Nakamura
	10xpeople
	Michael Doherty 
	iconectiv 

	Renee Dillon
	AT&T 
	Steve Koch
	iconectiv 

	Stephen Anderson
	AT&T
	Deb Lasher
	iconectiv 

	Ross Olsen
	AT&T
	Doug Babcock
	iconectiv 

	Jenifer Rizzo
	AT&T
	Renee Berkowitz
	iconectiv

	Sara Cleland
	ATL 
	Darold Hemphill
	iconectiv

	Randee Ryan
	Comcast
	Jim Kientz
	Neustar 

	Joy McConnell-Couch
	CTL/Lumen 
	Deborah Tucker
	Verizon Wireless 

	Ken Bade
	Lumen
	Bale Pathman
	Verizon Wireless

	Cheryl Fullerton
	Intelliquent
	Steve Brock
	Oracle



Introductions and Agenda Review – All

Notes & Open Action Item Review
PIM 134 – LNP Record Management
· Forecast information may not be able to identify the number of new records created vs number of records replaced.
· Review of NPAC capacity vs transaction rate slide deck


· To know whether an LSMS has gone down due to higher transaction rate, iconectiv would need more data. iconectiv looks at OBFC and relies on local system providers to identify reasons for why a system went down.

PIM 136 – LSMS Performance
· NPIF 05042021-02 – Giddy Up sub team to review the wording in the PIM 136
· 10x People will provide an update clarifying the description of the NPAC transaction rate in the Problem/Issue Description section of the PIM.
· GUST 05072021-01 – iconectiv will review recent events for information that would be helpful for additional analysis. 
· iconectiv will update charts to add deferred disconnects, partial failure events, total SOA notification counts, examine LSMS traffic in other regions during same time, and investigate whether LSMSs went down during outbound flow control periods.

· GUST 05072021-02 – Service Providers to consider what transaction volume is appropriate for today’s business activities.
· Service providers asked to think about number of transactions in an hour that would satisfy business needs and refer to real world business activities. 

Next Meeting: Friday, June 25th, 11:00-12:00 EDT
· Regularly scheduled on Fridays from 11:00-12:00 EDT
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Comparing Capacity and Transaction Rate
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Overview
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Recently, there have been two general topics of conversation in the Giddy Up Sub Team

Rate – a quantity of transactions over a specified time, typically expressed as “transactions per second” (tps)

Capacity – the total number of subscription version and number pool block records that an LSMS and network elements (depending on the LSMS user) need to store to ensure accurate rating, routing, and billing.  For the purpose of this presentation and for capacity reporting purposes, old subscription version and number pool block records are not included in capacity numbers.













Capacity vs. Rate
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Capacity is not the same as rate nor is it necessarily proportionate to rate.

Modify Active transactions affect rate but do not affect capacity in any way, as they are changes to existing records.

Disconnect transactions affect rate but reduce capacity demands by removing records.

Activate transactions for numbers already ported replace one record with another, which does not change overall capacity demands. 

Activate transactions for numbers not already ported or for new pool blocks increase capacity demands.











Capacity Concern
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Participants at the NPIF and GUST meetings have described challenges due to recent acceleration of record creation in the NPAC.

The recent acceleration in record growth has significantly changed previous assumptions for the total records that local systems need to maintain.

Some systems may require upgrades to maintain a quantity of records beyond certain thresholds.











Capacity Practical Example
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Assume that, on average, there is a net total of 300,000 SV records added to each region each month (30 days).

For an LSMS that supports all seven regions with no NPA/NPA-NXX filters, there are 300,000 * 7 * 12 = 25,200,000 additional records each year.  With a 10% safety factor, a 7-region LSMS assumes ~28M new records.

A special project begins, and the monthly increase goes to 600,000/region/month for 3 months.  The new annual increase is now 31,500,000, or 3.5 million records beyond the originally assumed ~28M plan.  











Rate Concern
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LSMSs are more likely to be unable to keep up with broadcast rates from the NPAC when transaction rates approach or exceed 7 transactions per second.

While some LSMSs simply keep the data local to the LSMS, a significant portion may forward the updates to network elements, which are used for real-time call processing.

While rates near or above 7 tps may increase the risk of LSMSs slowness, sustained rates at these levels do not always result in LSMS slowdowns. 

The GUST has discussed business needs that may require download rates to LSMSs significantly above 7 tps.

Delays in LSMS response times will affect all Service Providers that are actively performing porting activities, by increasing the time from request to final status update on records and delaying network updates needed for proper routing. 













Rate Practical Example
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Assume that there are 1,900,000 requests that result in downloads in one month in a region.

If all 1.9M requests were distributed uniformly over ALL seconds in a month, the resulting rate would be 0.76 tps.

However, if 250,000 (or 13.2% of all monthly requests) are executed in 7 hours, the rate becomes 9.92 tps, an order of magnitude increase over the uniform distribution rate.  

Such rates could be driven solely by an individual provider or by multiple providers submitting requests simultaneously.

This scenario has been seen in production.  

Expecting a uniform rate is not reasonable, given the typical end user porting behavior during the course of a business day.

At the same type, large groups of requests performed over short time frames can significantly exceed the average rates during typical daily porting activity.
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