NPIF – Giddy Up Sub Team
 Meeting Notes
Monday, April 11, 2022   4:00 PM – 5:00 PM (Eastern Time Zone)
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Introductions and Agenda Review – All

Notes & Open Action Item Review
PIM 136 – LSMS Performance
· GUST 05072021-02 – Service Providers to consider what transaction volume is appropriate for today’s business activities.
· iconectiv continues to work with SPs who have lagging LSMS. Adjustments are being made. Will need 3-4 weeks to allow time to evaluate for improvement. 

· GUST 03142022-01: iconectiv will review peak and off-peak times for potential testing plans. iconectiv presented a Production Load Testing Presentation. 



· Plan for next GUST meeting on May 9 to continue discussions about what rate to use for testing and plan for discussions during June NPIF meeting.

· GUST 03142022-02: Lumen will inquire about the ATIS Packet Technology and Systems Committee (PTSC). Joy-Lumen was unable to find SS7 architecture documentation in PTSC library. Details of previous efforts to increase the transaction rate in 2007 and 2012 were found in LNPA WG meeting minutes and are included below. NANC 397 which increased the TPS rate from 4 to 7 is also attached.




Next Meeting: Monday, May 9, 2022 4:00-5:00 EDT
Will cancel the Monday April 25 meeting to allow time to evaluate SP LSMS improvements.

History on increase of NPAC transaction rate

Mar 2007 LNPA WG meeting minutes:
Architecture Planning Team (APT) Readout (Jim Rooks, NeuStar):
· Jim Rooks, NeuStar, reported that the focus of the January APT meeting was development of the 10K TN end-to-end test and the measure of the time to provision the provider SCPs.
 
The group will also investigate possibly revisiting the NFG forecast to ensure future projected porting and pooling volumes can be supported.  Jim to check to see if forecast can be distributed.  This will be further discussed at the March APT meeting later this week.
Readout of 10K Mass Modify Exercise (AI 0107-01, 12) – NeuStar:


	
· NeuStar presented the results of the 10K TN mass modify test performed in each of the 7 U.S. regions.  NeuStar reported that all but one of the industry LSMSs performed flawlessly during the test.  NeuStar contacted that LSMS owner and provided the results of their performance during the test.  That LSMS owner then developed short and long term plans to address the performance issues.  NeuStar has confirmed improvements already.  Based on these results, NeuStar deemed the exercise a success.
· NeuStar then presented the results of the SCP update intervals measured during the exercise.  NeuStar reported that, for the most part, SCP updates were virtually in real time.  Participants affecting call routing for approximately 400 million active numbers reported SCP update intervals within seconds of the NPAC broadcasts.  Participants affecting call routing for less than 20 million active numbers experienced troubles such as load-related issues and reported hours-long SCP update delays.
· The data response rate was about ½ of the LSMSs in each region, but data was provided by the providers that have the vast majority of ported numbers in each region.
· NeuStar is continuing to work with providers that had issues.
· The group agreed to let this exercise soak awhile to allow NeuStar to continue to work with the providers that had issues.  We will discuss any future plans for another exercise at a later date.

May 2007 LNPA WG meeting minutes:
Architecture Planning Team (APT) Readout (Jim Rooks, NeuStar):
· Jim Rooks, NeuStar, reported on the March 2007 APT meeting.
· The group discussed the positive results of the 10,000 TN modify test results and agreed to hold off for six months before doing the next trial at 15,000 TN operations (the current interface requirements).
· Discussion also took place on the 25,000 TN/hour Change Order NANC 397 submitted by Verizon Wireless.
· The team discussed how we could acquire capacity planning information for the future.  Options include:
1. Do an extensive exercise similar to what was done for NANC 393, using NFG data and measurements,
1. Move directly to the 25,000 level request to develop requirements.

Sep 2007 LNPA WG meeting minutes:
Architecture Planning Team (APT) Readout (Jim Rooks, NeuStar):
· NANC 397 – The group continues to discuss the proposal to support 25K activates in an hour.  One area of discussion is a single message that would allow a backout of large activity.  The discussion scenario is to allow 100K transactions during an 8-hour period.  A second option under discussion is a change in the data model for the interface to associate DPC data with an LRN.  A third option is to augment the existing message to allow a larger range.

Nov 2007 LNPA WG meeting minutes:
· NANC 397 – The group continues to discuss the proposal to support 25K activates in an hour.
· The group agreed that we will add capacity to the current requirements using the same messages we have today as opposed to new messages.  Any new messages will be addressed in a separate Change Order.
· It was also agreed that a capacity approach higher than 25K in an hour will not be considered at this time.  25K will be the cap.

March 2012 LNPA WG meeting minutes:
· 25K/hour Industry Load Test Discussion – All:
Action Item 011012-LNPAWG-04:  Regarding the plans for a 25K/hour industry load test, Service Providers are to check to see if they have any planned large projects for activates, modifies, or disconnects scheduled in the March 2012 or April 2012 timeframe that could be used for the test.  Any feedback (planned timeframe, quantities by type and by Region) should be provided via e-mail to the LNPA WG Co-Chairs and Steve Addicks (Neustar) by Wednesday, February 15, 2012.  E-mail addresses are: gary.m.sacra@verizon.com (Gary Sacra), paula.jordan@t-mobile.com (Paula Jordan), lpeterman@corp.earthlink.com (Linda Peterman), and stephen.addicks@neustar.biz (Steve Addicks).
· Neustar reported that they has sufficient projects (modifies) to perform the load test.  They plan to conduct the test similar to previous load tests.
· It was agreed that the load test will be conducted on Wednesday, April 18th, from 5am to 6am eastern.
NOTE:  The April 18th load test was subsequently cancelled and will be rescheduled at the May 2012 LNPA WG meeting.

July 2012 LNPA WG meeting minutes:
Report of May 23rd 25K Industry Load Exercise – Neustar: 


· Neustar reviewed the results of the May 23rd 25K industry load exercise, stating that overall it was very successful (see attached for further details).
· 25,000 active SVs in each U.S. NPAC were modified and broadcast (175,000 total).
· All LSMSs participated in the exercise.  No LSMSs were in backlog or recovery when the exercise began. 
· 237 of 249 (95%) of the LSMSs performed flawlessly (no delays).
· 12 of 249 (5%) of the LSMSs were behind at some point in taking downloads by at least 1,000 transactions (at least 144 seconds).  4 SPIDs were involved.
· 242 of 249 (97%) of the LSMSs had taken all of the downloads by 6:10 am Eastern.
· At end of the exercise – 6:00 am Eastern – one SPID’s LSMSs owned 77% of the backlog.
· The Neustar NPAC team will reach out to the 4 SPIDs that fell behind separately to discuss their LSMS performance.
· With the success of the load test in terms of overall LSMS performance, there were no objections to increasing the Large Port Notification threshold from the current 15,000 level to 25,000. 
· Neustar will notify the industry via the Cross-Regional distribution that the LNPA WG has agreed to raise the large port notification threshold to 25K.
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Business Need:

Overview – Service Providers have voiced concerns about the volume of port transactions that the NPAC can process per second when mass changes need to be made and broadcasted to the industry.  Now that wireless service providers are porting throughout the United States, the volume of port transactions has increased and will continue to increase in general, and mass changes will need to be made more frequently as well. The consolidations of Carriers and Switches will also generate an increase in the number of Mass Modifications for the update of the Network Data Tables (LIDB, CNAM, CLASS, ISVM and SMSSC).

As wireless service providers are continually managing their networks and load-balancing the traffic and subscribers on them, the need for HLR and DPC database changes may become more frequent and of larger volumes in the future.  For example, the wireless carrier may need to modify LRNs for 100,000 ported in subscribers to effectively change their switch designations.  Ultimately, the NPAC must be able to handle those 100,000 transactions in a short amount of time.  The desired process would be to modify all the records in one evening rather than having to split up the changes over a period of days or weeks. Similarly, Service Providers who have consolidated or have changed business plans need to update the Network Tables in order to ensure proper routing to Database Storage (LIDB, CNAM, etc.).

Intense coordination is required to effect the changes necessary to properly route the queries associated with these databases, including LERG, LARG and CNARG updates, GTT changes in STPs and end office routing changes.  Additionally, modifications need to be made to the Network Tables in the NPAC and the transaction limitations force such modifications to be spread over weeks and/or months straining the resources of an industry already processing changes on a 24X7 basis. The two methods available for large volume NPAC changes are 1) modifications done through the SOA and 2) modifications done using the industry Mass Modification process.  Processing through the SOA, at the current rate of 4 to 6 transactions per second, it could take more than 4 hours to make LRN changes to 100,000 subscribers. If something goes wrong and the Service Provider needs to back out of the changes, then another 4 hours would be required to make the corrections.  This could start to creep into regular business hours in large volume ports. There is a concern about technology migrations and the current 25K/night operational limitation (originally submitted as PIM 43, and now turned into a change order).  This is not an immediate need, but something that should be planned for the three-five years out timeframe.

(May ’07 LNPAWG mtg – the following paragraph is retained for historical purposes, even though the quantity limitation on the industry Mass Modification notification process has been updated.  The current value as of Mar ’07 is set to 10,000 changes per hour, per region, seven days a week).  The industry Mass Modification process is limited to 25,000 changes per region per day Monday through Friday and 50,000 changes per region per day Saturday and Sunday. This limitation applies to all service providers requesting a change, so if more than one service provider wishes to make changes on a particular day, the limitation encompasses all service providers wishing to modify records. A wireless subscriber migration involves more than just that service provider; it also involves each of that service provider’s roaming partners updating their networks on the same night, resulting in a very large coordinated effort among many parties.

There are also concerns about multiple wireless service providers doing these same types of migrations on the same nights and what coordination needs to take place to ensure that all service providers are able to manage their networks as needed and when needed.  Using the Mass Modification method for large volume projects requires a high level of coordination and scheduling especially if other service providers in the region also need to do large modifications at the same time.

Additional updates between the NPAC and the SOA may be needed using the Mass Modification process.  This adds additional time and coordination to fully complete a large volume project.





Description of Change:

The performance impacts to the SOAs, NPAC, and LSMSs need to be determined for large volume ports.

As porting volumes increase, it will be very important for all systems to be capable of reliably receiving downloads while retaining their association under heavier loads.

All systems should be able to maintain their current required availability level under heavy loads.  Large volume porting should not require scheduled downtime.  

The current plan is for service providers to start compiling technology migration forecast estimates and provide this information to Steve Addicks by March ’05.  At that time, the Architecture Team will begin a review of the data (without service provider names) and begin some analysis on next steps.

Jan ‘06 LNPAWG – moved to Accepted per LNPAWG discussion.

Jan, Mar ‘07 LNPAWG – continued discussion in Architecture Planning Team’s meeting.

For the May meeting, the requirements will be included to reflect current values and new values that would be necessary for 25K/hr.

The current (Mar ‘07) industry Mass Modification notification process is set to 10,000 changes per hour, per region, seven days a week.

May ‘07 LNPAWG – continued discussion in Architecture Planning Team’s meeting.

The updated requirements were reviewed.  The performance increase would likely affect more than just software changes (i.e., hardware, network).  When questioned again on the need to allow half the time for the back out, Verizon Wireless responded that a problem may not be known until the entire migration was completed, and therefore the back-out requirement would need a comparable time interval to perform the back out.

NeuStar suggested an option that would use a new message to indicate “starting migration now”, and a subsequent message to indicate “migration complete” or “migration should be backed out”.  This approach allows a potential to use much more of the maintenance window for the initial broadcast, since database back out or commits will be much faster than additional SV modification broadcasts.  Discussion will continue during the Jul ’07 APT mtg.

Jul ‘07 LNPAWG – continued discussion in Architecture Planning Team’s meeting.

The discussion was centered on the volume number and the various options on the approach to accomplishing the 100K updates overnight.  Pros and cons for each of these were discussed.
1.) is it 100K in eight hours with a single message to indicate begin and another single message to indicate end? (effectively up to 100,002 messages, assuming no ranges),
2.) is it 100K in four hours to allow a full back out by sending 100K back out messages? (effectively up to 200,000 messages, assuming no ranges),
3.) is it 100K in eight hours utilizing TN lists where there is enough time to perform both the updates as well as a potential back-out? (potentially as few as two messages, assuming one message with a list of 100K TNs, and another single message with a list of 100K TNs to back-out)
4.) is it a case where 100K+ could be accomplished using a selection criteria rather than TNs or TN-Ranges? (a single message that says “update where LRN =xyz”)
5.) is it a case where associating DPC data with an LRN and broadcasting as network data rather than SV data would help? (much fewer messages, but quantity unknown at this time) or
6.) is it a higher number than 100K to accommodate a large company merger where millions of numbers may be involved?  This item reflects the discussion on NANC 349 and the batch offline mode, since the group agreed to stop working on 349 and just work the volume issues here in 397.  (could possible use any method)

1.  The single message approach.  This method clearly cuts down on the number of messages sent across the CMIP interface.  However, the updates to the SCP have been identified as the bottleneck, so this method might not be that effective.  Additionally, this method is only effective if vendors and Service Providers implement the functionality to process this new message.  This would require development on the NPAC side as well.

2.  The full-back out approach.  This method requires 50% of the time to be allocated for updates to be sent out, and the other 50% for revert-back messages to be sent out.  It is expected that the quantity of messages would be the same for both the initial updates and the back-outs.  The benefit of this method is that existing messages could be used, so no new development is required.

3.  The TN range approach.  This method reduces the number of messages sent across the CMIP interface.  The current ASN.1 definition does not support a TN/TN-range list for modify requests, so there would be development required (GDMO/ASN.1 changes and NPAC code changes).  The max size of the message would have to be discussed.

4.  The selection criteria approach.  This method reduces the number of messages sent across the CMIP interface AND minimize the size of those messages.  The selection criteria may be sub-divided to better manage the groups of updates.

5.  The single DPC associated to an LRN approach.  This method could potentially cut down many messages.  However, it loses the flexibility to associate more than one pair of DPC/SSN values to a single LRN, which several Service Providers indicated they use in production today.  With this approach, the NPAC network data would be expanded to include associated DPC/SSN with each LRN.  Other desired DPC values will continue to be populated at the SV level on an exception basis.

6.  The larger volume question.  This question is currently under discussion at the LNPAWG.

Sep ’07 LNPAWG – continued discussion in both the LNPAWG meeting (Change Management agenda item) and the Architecture Planning Team’s meeting.

The discussion during the LNPAWG meeting centered on the selection criteria.  VZW, as originator of this change order, indicated that the LRN selection (change from value A to value B) is one way that changes are made.  Would also want capability to perform a subset of the LRN.  Very unlikely to use NPA as a criteria.  The selection criteria could include any/all of the following:  SPID, LRN, NPA or NPA ranges or lists, NPA-NXX or NPA-NXX ranges or lists, LNP Type.  One problem that has not been discussed is “how best to handle failed lists?”, since it’s criteria based, and not TN based like production today.

Another option to include in this list is to add capacity.  After some discussion, the group agreed to use 397 as the increase in performance numbers, and move all of the alternative options into a new change order.  That new change order will be discussed during the APT meeting.

The discussion during the APT meeting provided a re-cap of the LNPAWG discussion, and walked through each of the six points from the Jul ’07 meeting notes (above).

1.) not needed for new change order,
2.) not needed for new change order,
3.) look at message efficiency and incorporate both TN lists and TN-range lists,
4.) the issue is determining the failed list.  This assumes that the DBs are in sync.  There are complex queries in both places.  May need to break out these issues and talk through them to get agreement that we won’t pursue these at this time.
5.) today there are SPs that use more than one DPC for a single LRN code.  Continue discussion on having the DPC at the LRN level and DPC at the SV level for exception basis (what are the pros/cons).  Would want to explicitly broadcast at the LRN level, so that we know they have this data.  Also a conversion effort to clean up or sync up the SVs to use this new approach,
6.) continue to discuss large volume as necessary.

For NANC 397, the group agreed to document that this 25K/hr would occur in no more than four regions at a time.  (see LNPAWG update below for January 2011)

Nov ‘07 LNPAWG – continued discussion in the LNPAWG meeting (Change Management agenda item).  The group accepted 397 as the change order that updates the transaction rate from 4.0/sec up to 7.0/sec.  All other options have been moved into NANC 425, and will be discussed as necessary under that change order.

No additional requirements work is anticipated for NANC 397 now that the numbers have been updated.  This change order is now awaiting prioritization and implementation.

Jan ‘11 LNPAWG – To clarify the discussion held during the Sep ’07 LNPAWG meeting, the last paragraph should be updated as follows (new wording in yellow highlight):  “For NANC 397, the group agreed to document that this 25K/hr would occur in no more than four regions at a time for the type of network migration described in the business need section.  This is provided to assist in network bandwidth planning for interfaces between the SOA/LSMS and the NPAC.  However, given the regionalized NPAC solution, every region will support the 25K/hr rate, such that all regions could simultaneously be performing the 25K/hr rate, in addition to normal porting volumes/rates”.  As discussed during the meeting, the updated requirement of 7.0 transactions per second is for an NPAC region, and since there are seven regions, the NPAC nationally has a performance requirement of 7x7 transactions per second.  The four-region concept is a User behavior assumption, not an NPAC performance requirement (or limitation).

Mar/Apr ‘11 LNPAWG – Continued the discussion of the NANC 397 engineering assumption.  The group agreed to add the revised text to the change order.  That text is listed below, and will be added to the IIS:

NANC 397 increases the performance requirements for each NPAC region from 4 transactions per second per Service Provider to 7 transactions per second per Service Provider.

"Service Provider" assumption:

There is an engineering assumption; Service Providers must support the new performance requirements for NANC 397.  The Service Provider's local systems will support the minimum throughput rate with each of a Service Provider's specific association to NPAC regions, based on the requirements of NANC 397.

As Service Providers are responsible for their local systems that support their interfaces to the NPAC (aka SOA, LSMS and corresponding downstream network elements), each Service Provider should work with their local system vendors to ensure that their (the Service Provider) interface solution will adequately support the same industry requirements with the NPAC without impact to other Service Providers in the industry.

It is recommended that each Service Provider spend time working performance requirements with their local system vendors as well as the NPAC vendor.





Requirements:

Current requirements, NANC 393, FRS 3.3, downloads to the LSMS are 14,760/hr.  Change bars indicate new numbers to support 25K/hr.

R6-28.1	SOA to NPAC SMS interface transaction rates - sustained

A transaction rate of 4.0 7.0 CMIP transactions (sustained) per second shall be supported by each SOA to NPAC SMS interface association.

R6-28.2	SOA to NPAC SMS interface transaction rates - peak

NPAC SMS shall support a rate of 10.0 CMIP operations per second (peak for a five minute period, within any 60 minute window) over a single SOA to NPAC SMS interface association.

R6-29.2	NPAC SMS to Local SMS interface transaction rates - peak

NPAC SMS shall, support a rate of 5.2 CMIP operations per second (peak for a five minute period, within any 60 minute window) over each NPAC SMS to Local SMS interface association.
This requirement will be deleted.  Therefore, the LSMS performance rate will be strictly a sustained rate.

RR6-107		SOA to NPAC SMS interface transaction rates – total bandwidth

NPAC SMS shall support a total bandwidth of 40.0 70.0 SOA CMIP transactions per second (sustained) for a single NPAC SMS region.  (previously NANC 393, NewReq 1)

RR6-108		NPAC SMS to Local SMS interface transaction rates – sustained

NPAC SMS shall support a rate of 4.0 7.0 CMIP transactions per second (sustained) over each NPAC SMS to Local SMS interface association.  (previously NANC 393, NewReq 2)

RR6-109		NPAC SMS to Local SMS interface transaction rates – total bandwidth

NPAC SMS shall support a total bandwidth of 156 210 Local SMS CMIP transactions per second (sustained) for a single NPAC SMS region.  (previously NANC 393, NewReq 3)



IIS:

Add a new section for the text discussed during the Mar/Apr ’11 LNPAWG meetings.

NPAC and SOA/LSMS Interface Performance   (below will be a new section, 2.5, in Part I of the IIS)

In NPAC Release 3.4, performance requirements were increased for each NPAC region from 4 transactions per second per Service Provider to 7 transactions per second per Service Provider.

An engineering assumption is that Service Providers must support these new performance requirements, such that a Service Provider's local systems will support the minimum throughput rate with each of a Service Provider's specific association to NPAC regions.  As Service Providers are responsible for their local systems that support their interfaces to the NPAC (SOA, LSMS, and corresponding downstream network elements), each Service Provider should work with their local system vendors to ensure that the Service Provider’s interface solution will adequately support the same industry requirements with the NPAC without impact to other Service Providers in the industry.

It is recommended that each Service Provider spend time working performance requirements with their local system vendors as well as the NPAC vendor.





GDMO:

No change required.



ASN.1:

No change required.
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Randy Buffenbarger & Charles Ryburn

 



70,000 Ports 

February, 21st 2007

5:00 AM ET – 6:00 AM ET















NPAC Results

NeuStar Internal Metrics

		SLR 3  - 95%+ of all inbound requests must be handled in 3 seconds or less.

		Zero transactions sitting in the inbound queue. (NPAC was not Slow)

		Synchronous replication remained intact   







Verisign


			LSMS Performance during 10K run on Wednesday February 21st 5AM - 6AM ET


			SPID = X035


						Transaction Counts


			Region			5;00AM			5:15AM			5:30AM			5:45AM			6:00AM			6:15AM			6:30AM			6:45AM			7:45AM			8:45AM			9:15AM


			MA			- 0			2,011			3,286			4,819			5,706			5,815			5,011			4,806			2,322			- 0			- 0


			MW			- 0			2,069			3,763			5,221			6,903			7,545			6,730			6,418			3,289			- 0			- 0


			NE			- 0			1,779			3,047			4,884			6,762			8,277			8,244			7,424			4,489			- 0			- 0


			SE			- 0			2,016			3,496			4,857			6,168			6,300			5,257			4,086			- 0			- 0			- 0


			SW			- 0			2,458			3,947			5,219			6,493			7,518			8,640			9,971			11,200			1,842			- 0


			WC			- 0			2,127			6,762			8,568			10,094			9,613			9,342			9,035			7,744			3,888			- 0


			WE			- 0			2,227			3,420			4,725			5,896			5,235			4,359			3,415			- 0			- 0			- 0


			Note:  The transaction counts above were ready for your LSMS but you were in flow control as


			NeuStar was waiting on responses to the previous 100 transactions sent


			Note:  In the SW region after the completion of the 10K run an emergency LRN change kicked off


			for 8,500 transactions to complete by 7AM ET








NPAC Results


			NPAC Results for 10K run across 7 regions on February 21, 2007 5:00am - 6:00am ET


						SLR 3 %


			Region			5:00AM			5:15AM			5:30AM			5:45AM			6:00AM			6:15AM			6:30AM			6:45AM			7:45AM			8:45AM			9:15AM


			MA			97.7%			97.8%			97.9%			97.9%			98.0%			98.0%			98.0%


			MW			99.8%			99.7%			99.5%			99.4%			99.3%			99.3%			99.3%


			NE			99.3%			99.2%			99.2%			99.2%			99.2%			99.2%			99.2%


			SE			96.7%			96.9%			97.1%			97.3%			97.5%			97.5%			97.5%


			SW			97.6%			97.7%			97.8%			97.8%			97.8%			97.8%			97.8%


			WC			96.8%			96.2%			96.5%			96.8%			97.1%			97.1%			97.2%


			WE			99.3%			99.3%			99.3%			99.2%			99.2%			99.2%			99.2%


						Inbound Queue


			Region			5:00AM			5:15AM			5:30AM			5:45AM			6:00AM			6:15AM			6:30AM			6:45AM			7:45AM			8:45AM			9:15AM


			MA			0			0			0			0			0			0			0


			MW			0			0			0			0			0			0			0


			NE			0			0			0			0			0			0			0


			SE			0			0			0			0			0			0			0


			SW			0			0			0			0			0			0			0


			WC			0			0			0			0			0			0			0


			WE			0			0			0			0			0			0			0


						Outbound Queue


			Region			5:00AM			5:15AM			5:30AM			5:45AM			6:00AM			6:15AM			6:30AM			6:45AM			7:45AM			8:45AM			9:15AM			LSMS's			No Issues


			MA			1,278			3,041			6,931			4,647			6,373			6,373			5,486			4,806			2,322			0			0			36			97.2%


			MW			0			1,789			3,617			4,977			7,501			7,501			6,706			6,418			3,289			0			0			40			97.5%


			NE			0			1,479			2,807			4,516			8,374			8,374			8,232			7,424			4,489			0			0			35			97.1%


			SE			0			1,569			3,171			4,528			6,298			6,298			5,203			4,086			0			0			0			41			97.6%


			SW			10			1,921			3,530			4,848			7,454			7,454			8,695			9,971			11,200			1,842			0			37			97.3%


			WC			0			4,886			6,119			7,927			9,654			9,654			9,351			9,035			7,744			3,888			0			36			97.2%


			WE			248			1,547			2,981			4,152			5,281			5,281			4,380			3,415			0			0			0			36			97.2%


			Note:  5:00AM Outbound queue was due to several SOA's being behind on notifications.  LSMS's were clean


			Note:  The entire backlog starting at 5:15 AM belonged to 1 national LSMS.


			Note:  1 LSMS in the MA region aborted and recovered in 7 minutes


			Note:  1 LSMS in the SE region aborted and recovered in 3 minutes


			Note:  In the SW region an emergency LRN modify job ran immediately following the 10K test at 6AM.
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Verisign


			LSMS Performance during 10K run on Wednesday February 21st 5AM - 6AM ET


			SPID = X035


						Transaction Counts


			Region			5;00AM			5:15AM			5:30AM			5:45AM			6:00AM			6:15AM			6:30AM			6:45AM			7:45AM			8:45AM			9:15AM


			MA			- 0			2,011			3,286			4,819			5,706			5,815			5,011			4,806			2,322			- 0			- 0


			MW			- 0			2,069			3,763			5,221			6,903			7,545			6,730			6,418			3,289			- 0			- 0


			NE			- 0			1,779			3,047			4,884			6,762			8,277			8,244			7,424			4,489			- 0			- 0


			SE			- 0			2,016			3,496			4,857			6,168			6,300			5,257			4,086			- 0			- 0			- 0


			SW			- 0			2,458			3,947			5,219			6,493			7,518			8,640			9,971			11,200			1,842			- 0


			WC			- 0			2,127			6,762			8,568			10,094			9,613			9,342			9,035			7,744			3,888			- 0


			WE			- 0			2,227			3,420			4,725			5,896			5,235			4,359			3,415			- 0			- 0			- 0


			Note:  The transaction counts above were ready for your LSMS but you were in flow control as


			NeuStar was waiting on responses to the previous 100 transactions sent


			Note:  In the SW region after the completion of the 10K run an emergency LRN change kicked off


			for 8,500 transactions to complete by 7AM ET








NPAC Results


			NPAC Results for 10K run across 7 regions on February 21, 2007 5:00am - 6:00am ET


						SLR 3 %


			Region			5:00AM			5:15AM			5:30AM			5:45AM			6:00AM			6:15AM			6:30AM			6:45AM			7:45AM			8:45AM			9:15AM


			MA			97.7%			97.8%			97.9%			97.9%			98.0%			98.0%			98.0%


			MW			99.8%			99.7%			99.5%			99.4%			99.3%			99.3%			99.3%


			NE			99.3%			99.2%			99.2%			99.2%			99.2%			99.2%			99.2%


			SE			96.7%			96.9%			97.1%			97.3%			97.5%			97.5%			97.5%


			SW			97.6%			97.7%			97.8%			97.8%			97.8%			97.8%			97.8%


			WC			96.8%			96.2%			96.5%			96.8%			97.1%			97.1%			97.2%


			WE			99.3%			99.3%			99.3%			99.2%			99.2%			99.2%			99.2%


						Inbound Queue


			Region			5:00AM			5:15AM			5:30AM			5:45AM			6:00AM			6:15AM			6:30AM			6:45AM			7:45AM			8:45AM			9:15AM


			MA			0			0			0			0			0			0			0


			MW			0			0			0			0			0			0			0


			NE			0			0			0			0			0			0			0


			SE			0			0			0			0			0			0			0


			SW			0			0			0			0			0			0			0


			WC			0			0			0			0			0			0			0


			WE			0			0			0			0			0			0			0


						Outbound Queue


			Region			5:00AM			5:15AM			5:30AM			5:45AM			6:00AM			6:15AM			6:30AM			6:45AM			7:45AM			8:45AM			9:15AM			LSMS's			No Issues


			MA			1,278			3,041			6,931			4,647			6,373			6,373			5,486			4,806			2,322			0			0			36			97.2%


			MW			0			1,789			3,617			4,977			7,501			7,501			6,706			6,418			3,289			0			0			40			97.5%


			NE			0			1,479			2,807			4,516			8,374			8,374			8,232			7,424			4,489			0			0			35			97.1%


			SE			0			1,569			3,171			4,528			6,298			6,298			5,203			4,086			0			0			0			41			97.6%


			SW			10			1,921			3,530			4,848			7,454			7,454			8,695			9,971			11,200			1,842			0			37			97.3%


			WC			0			4,886			6,119			7,927			9,654			9,654			9,351			9,035			7,744			3,888			0			36			97.2%


			WE			248			1,547			2,981			4,152			5,281			5,281			4,380			3,415			0			0			0			36			97.2%


			Note:  5:00AM Outbound queue was due to several SOA's being behind on notifications.  LSMS's were clean


			Note:  The entire backlog starting at 5:15 AM belonged to 1 national LSMS.


			Note:  1 LSMS in the MA region aborted and recovered in 7 minutes


			Note:  1 LSMS in the SE region aborted and recovered in 3 minutes


			Note:  In the SW region an emergency LRN modify job ran immediately following the 10K test at 6AM.
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LSMS Results

		All but one of the industry LSMS’s performed flawlessly.

		NeuStar contacted and provided the results above to the struggling LSMS and they have developed short & long term plans to address the performance issue.  In fact, several steps have already been taken to improve system performance and NeuStar has confirmed improvement.

		A sample of User’s circuits showed bandwidth utilization remained below 25% during the 1 hour period.        







Verisign


			LSMS Performance during 10K run on Wednesday February 21st 5AM - 6AM ET


			SPID = X035


						Transaction Counts


			Region			5;00AM			5:15AM			5:30AM			5:45AM			6:00AM			6:15AM			6:30AM			6:45AM			7:45AM			8:45AM			9:15AM


			MA			- 0			2,011			3,286			4,819			5,706			5,815			5,011			4,806			2,322			- 0			- 0


			MW			- 0			2,069			3,763			5,221			6,903			7,545			6,730			6,418			3,289			- 0			- 0


			NE			- 0			1,779			3,047			4,884			6,762			8,277			8,244			7,424			4,489			- 0			- 0


			SE			- 0			2,016			3,496			4,857			6,168			6,300			5,257			4,086			- 0			- 0			- 0


			SW			- 0			2,458			3,947			5,219			6,493			7,518			8,640			9,971			11,200			1,842			- 0


			WC			- 0			2,127			6,762			8,568			10,094			9,613			9,342			9,035			7,744			3,888			- 0


			WE			- 0			2,227			3,420			4,725			5,896			5,235			4,359			3,415			- 0			- 0			- 0


			Note:  The transaction counts above were ready for your LSMS but you were in flow control as


			NeuStar was waiting on responses to the previous 100 transactions sent


			Note:  In the SW region after the completion of the 10K run an emergency LRN change kicked off


			for 8,500 transactions to complete by 7AM ET








NPAC Results


			NPAC Results for 10K run across 7 regions on February 21, 2007 5:00am - 6:00am ET


						SLR 3 %


			Region			5:00AM			5:15AM			5:30AM			5:45AM			6:00AM			6:15AM			6:30AM			6:45AM			7:45AM			8:45AM			9:15AM


			MA			97.7%			97.8%			97.9%			97.9%			98.0%			98.0%			98.0%


			MW			99.8%			99.7%			99.5%			99.4%			99.3%			99.3%			99.3%


			NE			99.3%			99.2%			99.2%			99.2%			99.2%			99.2%			99.2%


			SE			96.7%			96.9%			97.1%			97.3%			97.5%			97.5%			97.5%


			SW			97.6%			97.7%			97.8%			97.8%			97.8%			97.8%			97.8%


			WC			96.8%			96.2%			96.5%			96.8%			97.1%			97.1%			97.2%


			WE			99.3%			99.3%			99.3%			99.2%			99.2%			99.2%			99.2%


						Inbound Queue


			Region			5:00AM			5:15AM			5:30AM			5:45AM			6:00AM			6:15AM			6:30AM			6:45AM			7:45AM			8:45AM			9:15AM


			MA			0			0			0			0			0			0			0


			MW			0			0			0			0			0			0			0


			NE			0			0			0			0			0			0			0


			SE			0			0			0			0			0			0			0


			SW			0			0			0			0			0			0			0


			WC			0			0			0			0			0			0			0


			WE			0			0			0			0			0			0			0


						LSMS Outbound Queue


			Region			5:00AM			5:15AM			5:30AM			5:45AM			6:00AM			6:15AM			6:30AM			6:45AM			7:45AM			8:45AM			9:15AM			LSMS's			No Issues


			MA			1,278			3,041			6,931			4,647			6,373			6,373			5,486			4,806			2,322			0			0			36			97.2%


			MW			0			1,789			3,617			4,977			7,501			7,501			6,706			6,418			3,289			0			0			40			97.5%


			NE			0			1,479			2,807			4,516			8,374			8,374			8,232			7,424			4,489			0			0			35			97.1%


			SE			0			1,569			3,171			4,528			6,298			6,298			5,203			4,086			0			0			0			41			97.6%


			SW			10			1,921			3,530			4,848			7,454			7,454			8,695			9,971			11,200			1,842			0			37			97.3%


			WC			0			4,886			6,119			7,927			9,654			9,654			9,351			9,035			7,744			3,888			0			36			97.2%


			WE			248			1,547			2,981			4,152			5,281			5,281			4,380			3,415			0			0			0			36			97.2%


			Note:  5:00AM Outbound queue was due to several SOA's being behind on notifications.  LSMS's were clean


			Note:  The entire backlog starting at 5:15 AM belonged to 1 national LSMS.


			Note:  1 LSMS in the MA region aborted and recovered in 7 minutes


			Note:  1 LSMS in the SE region aborted and recovered in 3 minutes


			Note:  In the SW region an emergency LRN modify job ran immediately following the 10K test at 6AM.
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NEUSTAR’




 


Region 5:00AM 5:15AM 5:30AM 5:45AM 6:00AM 6:15AM 6:30AM 6:45AM 7:45AM 8:45AM 9:15AM LSMS's No Issues


MA 1,278         3,041     6,931     4,647     6,373     6,373     5,486     4,806     2,322     0 0 36 97.2%


MW 0 1,789     3,617     4,977     7,501     7,501     6,706     6,418     3,289     0 0 40 97.5%


NE 0 1,479     2,807     4,516     8,374     8,374     8,232     7,424     4,489     0 0 35 97.1%


SE 0 1,569     3,171     4,528     6,298     6,298     5,203     4,086     0 0 0 41 97.6%


SW 10              1,921     3,530     4,848     7,454     7,454     8,695     9,971     11,200   1,842     0 37 97.3%


WC 0 4,886     6,119     7,927     9,654     9,654     9,351     9,035     7,744     3,888     0 36 97.2%


WE 248            1,547     2,981     4,152     5,281     5,281     4,380     3,415     0 0 0 36 97.2%


Note:  5:00AM Outbound queue was due to several SOA's being behind on notifications.  LSMS's were clean


Note:  The entire backlog starting at 5:15 AM belonged to 1 national LSMS. 


Note:  1 LSMS in the MA region aborted and recovered in 7 minutes


Note:  1 LSMS in the SE region aborted and recovered in 3 minutes


Note:  In the SW region an emergency LRN modify job ran immediately following the 10K test at 6AM.


LSMS Outbound Queue


 


Region 5:00AM 5:15AM 5:30AM 5:45AM 6:00AM 6:15AM 6:30AM 6:45AM 7:45AM 8:45AM 9:15AM


MA 0 0 0 0 0 0 0


MW 0 0 0 0 0 0 0


NE 0 0 0 0 0 0 0


SE 0 0 0 0 0 0 0


SW 0 0 0 0 0 0 0


WC 0 0 0 0 0 0 0


WE 0 0 0 0 0 0 0


Inbound Queue


 


Region 5:00AM 5:15AM 5:30AM 5:45AM 6:00AM 6:15AM 6:30AM 6:45AM 7:45AM 8:45AM 9:15AM


MA 97.7% 97.8% 97.9% 97.9% 98.0% 98.0% 98.0%


MW 99.8% 99.7% 99.5% 99.4% 99.3% 99.3% 99.3%


NE 99.3% 99.2% 99.2% 99.2% 99.2% 99.2% 99.2%


SE 96.7% 96.9% 97.1% 97.3% 97.5% 97.5% 97.5%


SW 97.6% 97.7% 97.8% 97.8% 97.8% 97.8% 97.8%


WC 96.8% 96.2% 96.5% 96.8% 97.1% 97.1% 97.2%


WE 99.3% 99.3% 99.3% 99.2% 99.2% 99.2% 99.2%


SLR 3 %


NEUSTAR

‘The industry’s trusted neutral third party




NeuStar... the trusted neutral third part for the industry







image4.emf
SCP Update Interval  Exercise 2007-02-21 - Results.ppt


SCP Update Interval Exercise 2007-02-21 - Results.ppt


Steve Addicks

 



SCP Update Interval Exercise



February, 21st 2007

5:00 AM ET – 6:00 AM ET

10,000 Transactions/Region













SCP Update Interval Exercise - Results

15 entities, affecting call routing for about 420 million active numbers, participated in the exercise



Participants affecting call routing for about 400 million active numbers reported SCP update intervals within seconds of NPAC broadcasts*



Participants serving fewer than 20 million active numbers were impacted by load or troubles and experienced hours-long SCP update delays

*Includes one entity with multiple systems, one of which experienced SCP update delay of 2 minutes.
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Industry Load Test - May 23, 2012
 25,000 Transactions per Region

NANC 397 Validation (7 transactions/second)

Steve Addicks

571-434-5499

Report to LNPA WG, July 2012
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Background



Between 5:00 am and 6:00 am, Eastern, on May 23, 2012, an industry load test was performed to verify the increase in NPAC performance  provided by NANC 397 could be achieved.



25,000 active SVs in each U.S. NPAC were modified and broadcast (175,000 total)



All LSMSs participated in the exercise



No LSMSs were in backlog or recovery when the exercise began





Note: On October 3, 2007, a similar exercise was performed, but involving only 15,000 Modify transactions in each U.S. region (105,000 total)
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Summary - NPAC Results



SLR 3 Result:  Each region was 99.0% or greater for the one-hour load test. 

SLR 3 Requirement: 95%+ of all inbound requests must be Acknowledged in 3 seconds or less.



SLR 5 Result:  Each region was 99.5% or greater for the one-hour load test.   

SLR 5 Requirement: Maintain, for 95% of the CMIP transactions, a rate of 7 CMIP transactions per second (sustained) over each SOA to NPAC SMS interface association.



SLR 6 Result:  Each region was 99.8% or greater for the one-hour load test.

SLR 6 Requirement: Maintain, for 95% of the CMIP transactions, a rate of 7 CMIP transactions per second (sustained) over each NPAC SMS to Local SMS interface association.



   Zero transactions in the inbound queue



   Synchronous replication remained intact



   Network bandwidth utilization below 50%



   Application, Database, and Storage Array CPU & Memory utilization below 50%  



Neustar had no issues in processing the 25,000 transactions per region.  SLR 3 was significantly improved from the October 2007 exercise.  (Neustar action after the 2007 exercise was to increase bandwidth between Sterling and Charlotte datacenters to speed up synchronous replication.)  
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Summary - LSMS Results



237 of 249 (95%) of the LSMSs performed flawlessly (No delays)

12 of 249 (5%) of the LSMSs were behind at some point in taking downloads by at least 1,000 transactions (at least 144 seconds).  4 SPIDs were involved (SPIDs A, B, C, and D)

242 of 249 (97%) of the LSMSs had taken all the downloads by 6:10 am, Eastern

At end of the exercise – 6:00 am Eastern -- SPID C’s LSMSs owned 77% of the backlog

SPID C was finished taking downloads at 6:48 am, Eastern 

 

Note:  A sample of User’s circuits showed bandwidth utilization remained below 30% during the 1 hour period.



The industry performed well, with results equivalent to the October 2007 load test.  Although SPID C was the slowest, their performance was improved relative to their performance during the less demanding 15,000 transaction exercise in 2007.
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LSMS Results - Detail
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LSMS Results – Detail (continued)
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LSMS Results – Detail (continued)
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Next Steps



The NPAC team will reach out to SPIDs A, B, C, and D separately to discuss their LSMS performance.



With the success of the load test in terms of overall LSMS performance, it appears the Large Port Notification threshold could be increased from the current 15,000 level to 25,000. 
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25K Test Results - May 23, 2012


LSMS Results Only - Users are slow in taking downloads off of outbound queue


Region CMIP Outbound  Outbound  Outbound  Outbound  Total LSMS 


Region Time  Outbound Queue SPID Queue SPID Queue SPID Queue SPID Queue LSMSs No Issues


MA 5:00:00 0 34 100%


MW 5:00:00 0 36 100%


NE 5:00:00 0 34 100%


SE 5:00:00 0 39 100%


SW 5:00:00 0 35 100%


WE 5:00:00 0 35 100%


WC 5:00:00 0 36 100%


MA 5:15:00 1483 34 100%


MW 5:15:00 1485 36 100%


NE 5:15:00 6691 A 1887 B 1381 C 3198 34 91%


SE 5:15:00 1516 39 98%


SW 5:15:00 2412 C 2312 35 97%


WE 5:15:00 1493 C 1393 35 97%


WC 5:15:00 1244 D 1189 36 97%


MA 5:30:00 11313 A 1853 B 2467 C 6593 34 91%


MW 5:30:00 3196 C 3101 36 97%


NE 5:30:00 5176 C 5019 34 97%


SE 5:30:00 4590 C 4318 39 97%


SW 5:30:00 4161 C 4061 35 97%


WE 5:30:00 3161 C 3060 35 97%


WC 5:30:00 2327 C 2228 36 97%
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25K Test Results - May 23, 2012


LSMS Results Only - Users are slow in taking downloads off of outbound queue


Region CMIP Outbound  Outbound  Outbound  Outbound  Total LSMS 


Region Time  Outbound Queue SPID Queue SPID Queue SPID Queue SPID Queue LSMSs No Issues


MA 5:45:00 19643 A 3758 B 4295 C 11275 34 91%


MW 5:45:00 5369 C 5169 36 97%


NE 5:45:00 6375 C 6275 34 97%


SE 5:45:00 6315 C 6215 39 97%


SW 5:45:00 6207 C 6007 35 97%


WE 5:45:00 5453 C 5259 35 97%


WC 5:45:00 4211 C 4190 36 97%


MA 6:00:00 20458 A 2540 B 2831 C 14639 34 91%


MW 6:00:00 8205 C 7671 36 97%


NE 6:00:00 8829 C 8072 34 97%


SE 6:00:00 8991 C 8103 39 97%


SW 6:00:00 8539 C 8475 35 97%


WE 6:00:00 13771 C 7395 D 6156 35 94%


WC 6:00:00 13378 A 3305 B 3627 C 6244 36 92%


MA 6:15:00 11044 A 6:05:00 AM B 6:05:00 AM C 11044 34 97%


MW 6:15:00 4465 C 4465 36 97%


NE 6:15:00 4970 C 4970 34 97%


SE 6:15:00 5403 C 5403 39 97%


SW 6:15:00 4795 C 4795 35 97%


WE 6:15:00 4013 C 4013 D 6:10:00 AM 35 97%


WC 6:15:00 3164 A 6:07:00 AM B 6:07:00 AM C 3164 36 97%
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25K Test Results - May 23, 2012


LSMS Results Only - Users are slow in taking downloads off of outbound queue


Region CMIP Outbound  Outbound  Outbound  Outbound  Total LSMS 


Region Time  Outbound Queue SPID Queue SPID Queue SPID Queue SPID Queue LSMSs No Issues


MA 6:30:00 6896 C 6896 34 97%


MW 6:30:00 C 0 6:30:00 AM 36 100%


NE 6:30:00 1067 C 1067 34 97%


SE 6:30:00 1490 C 1490 39 97%


SW 6:30:00 317 C 317 35 97%


WE 6:30:00 35 100%


WC 6:30:00 36 100%


MA 6:45:00 C 0 6:48:00 AM 34 97%


MW 6:45:00     36 100%


NE 6:45:00 C 0 6:35:00 AM 34 100%


SE 6:45:00 C 0 6:35:00 AM 39 100%


SW 6:45:00 C 0 6:32:00 AM 35 100%


WE 6:45:00 35 100%


WC 6:45:00 36 100%
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Background

2

The last production load test was performed in May of 2012, after implementation of NANC 397

Testing involved all 7 regions

25,000 SVs were modified and broadcast in each region for a total of 175,000 SVs

Testing was performed between 5 and 6 AM ET

The GUST has requested that load testing be performed in production to determine how LSMSs may respond to an increase in the sustained transaction rate.  

While the production environments may be the only existing environments from which accurate results can be obtained, testing in production environments creates some additional risks and challenges that will need to be managed carefully











Prerequisites for Production Testing

3

This presentation provides a suggested framework/approach for performing load testing in production; however, there are several steps to be taken before load testing could be performed.

Completing improvements to existing known slow LSMS systems

Bringing the testing proposal to the NPIF for approval

Obtaining approval from the NAPM LLC











Overview

4

Future load testing should

Involve all 7 regions simultaneously

Include activate, modify and disconnect broadcasts to represent typical production mix of traffic

Seek to involve as many LSMSs as possible

Be performed for the period of at least 1 hour outside of the industry-defined short/medium/long business hours

Utilize MUMP processing to ensure an even rate of execution, even though this may not be an accurate representation of typical transaction traffic which can be more “bursty”

Seek to limit other porting and pooling activity during the testing window









Proposed Testing Approach
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One or more service providers will need to supply TNs and data for porting activities and will work with the LNPA to determine what data will be specified/updated

While the desired rate is unknown at this time, a rate of 10 transactions per second will require 36,000 broadcasts per LSMS in each region over the test hour, or 252,000 broadcasts across all regions (preferred approach is using distinct TNs) [10 transactions/sec * 3600 sec/hour * 7 regions = 252,000 transactions/hour] 

Some pre-testing porting activity may be required to prepare, and the LNPA will work with the service provider(s) whose TNs/SVs will be used during testing to prepare for testing activities

If the state of TNs/SVs at the end of the test interval is not the desired state, the LNPA will work with the service provider(s) to determine what post-testing activities will be performed to restore TNs/SVs to the desired state











Proposed Testing Approach
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The broadcasts that will be sent to the LSMSs will reflect the current, long-term production mix of transaction types

~70% will be activations of new SVs

~15% will be modifications of existing SVs

~15% will be deletion (disconnect) of existing SVs

To include as many LSMSs as possible, the following guidelines will be followed

For modifications, the attribute to be modified will be an attribute that LSMSs must support (e.g., LRN, CLASS DPC).  Optional attributes will not be modified as part of testing 

None of the SVs involved will use a pseudo-LRN

Reasonable attempts will be made to avoid filtered NPAs/NPA-NXXs













Proposed Testing Approach
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The testing window will be 1 hour sometime in the 2:00-6:00 AM ET range, which is outside the short/medium/long business hours on a Monday, Tuesday or Wednesday

Porting requests will be executed via MUMP to allow for a consistent request and broadcast rate

Multiple MUMP jobs will be needed to execute the different activities (activate, modify active, disconnect)

The LNPA will schedule/coordinate the MUMP activities in advance to ensure continual execution with minimal “quiet time” between job execution

The jobs can be executed in different orders in the regions to allow for a mix of activity across regions (e.g., 5 regions processing activate requests, 1 region processing modify requests, and 1 region processing disconnect requests)

Service Providers may want to use notification suppression options to limit notification messages resulting from this testing















Proposed Testing Approach
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Multiple announcements will be made to users in advance of any testing

Users should seek to avoid submitting porting requests to the NPAC during any testing hours

If any significant porting activity is noticed that could affect the testing rate, the LNPA operations teams will reach out to the users and request them to reschedule their activities

Local system operator contacts should be available during the testing window in the event their systems experience problems













Reporting

9

After testing is executed, the LNPA will report on the following

Reporting of NPAC processing rate

Responsiveness of LSMS systems 

Response time (i.e., time that request was sent to LSMS compared to time (asynchronous) response is received) will be measured and reported

Flow Control events will be reported

Any partial failures resulting from a non-response will be reported
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