APT MEETING MINUTES
August 2, 2022

1. Action Items were discussed – see matrix below for updates. 
	Action Item Review

	AI #
	Description
	Discussion
	Status

	APT-01-072122
	Participants to review the attached information from July 2012 LNPA WG meeting on the Load Testing Outcome and determine if the same items are applicable for the upcoming load test?



   

	The participants discussed the preview metrics and it was indicated that STP tracking/metrics were not included. The presentations attached here were reviewed and discussed as well.

The point was raised regarding Broadcast Timestamp and when the message was “Ready to Be Sent” versus “When it was Actually Sent” – thus should we be capturing the elapsed time. 
	Closed

	APT-02-072122
	Service providers need to investigate what metrics are available in their down-stream systems. 
	How frequently are STP data/reports be available and how long is that data available for? 

Action Item remains open for continued discussion at next APT.
	Open

	APT-03-072122
	LSMS Vendors & Service Providers: Determine what metrics in their LSMS’ are available and which of those would be useful to measure the success of the upcoming load testing exercise. 
	Action Item to remain open – local vendors to provide additional information regarding what data/metrics should be captured/reported on including looking at trending and CPU queues
	Open

	APT-04-072122
	LNPA to provide recommendations regarding the Conditions Resulting in Suspension of Testing (Slide 8) in the attached presentation from July 2022 APT meeting.
	Discussion surrounding the recommendations, new action item will be created for Vendors and SP’s to review and provide agreement.

iconectiv updated the presentation based on the discussions 
	Open

	APT-05-072122
	LSMS Vendors work with your service providers, to ensure measurements will be available, resources available for observing their systems during the load testing activities.
	
	Open

	APT-06-072122
	In order to finalize the requirements for the mix of transactions, LSMS Vendors need to review the questions provided by Renee Dillon (see meeting minutes from 07/21/2022) and be prepared to discuss at the upcoming APT meeting on 8/2/2022



	Feedback is still needed on the processing impacts of different types of transactions.

When identifying the transaction processing differences, Vendors should provide details to assist your Service Provider customers in what would best define testing data that will be needed for the Industry Test

Refer to information below regarding questions about transaction processing differences.
 
	Open

	APT-01-080222
	Service Providers and Vendors to review the attached presentation regarding considerations for load test to start and for stopping the load test prior to the scheduled stop time. 
	

	Open



2. Reminder that we still need answers on the appropriate mix of transaction types to be included in load testing exercise. The following needs to be taken into consideration:

For a Subscription Version Activation
 Is there a processing difference in Activates of an SV:

1. First time port from a native number,
1. Port away from a Pooled Block,
1. Port of an active/existing port (i.e. Current goes to 'Old', not a Modify Active)
considering both internal processing of SV history, and transitioning previously  active SVs to an Old status.

 Is there a processing difference for the following actions when comparing against any of the Activates of an SV (asking because not wanting to assume 'Yes') listed above as compared to:
1.  Modify of an existing/active SV
0. LRN
0. DPC
0. Optional field e.g. Alt Spid, URL field
1.  Disconnect of the SV
 
Are there product configuration options, that are NOT infrastructure* related, with the Local System LSMS that would have an impact on any of above actions (e.g. History maintained, standalone vs. Network element integrated, other?)

1. Next APT Call is scheduled for August 25th at 3:00 pm eastern.
Agenda topics for this call will include:
· Continue discussions and agree upon what metrics should be captured/reported on
· Discuss and come to agreement on transaction mix
· Discuss and come to agreement on conditions for load testing to begin
· Discuss and come to agreement on conditions for stopping load testing
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NPAC Results

Background 

		15,000 SV’s were modified per region (105.000 total) and downloaded to the US regions between 4 – 5 AM ET on October 3, 2007

		An additional 10,000 inbound transactions were submitted by several SP’s in the WC region between 4:30 – 5:00 AM ET.  (Creates & Activates)

		This extra inbound load generated an additional 10,000 transactions for NeuStar to process and 5,000 additional downloads to the LSMSs in the WC region, (15,000 + 5,000 = 20,000 total downloads) vs. 15,000 test. 

		The test started precisely at 4AM ET and completed at 5 AM ET. 

		As requested the last TN processed in each region was provided to the SP’s via the cross regional and Mech outage distribution list at 6:05 AM ET. 

		Keep in mind, when comparing the 10k test results to the 15K test results the load to the LSMSs and NeuStar increased by 50% under the same time interval of 1 hour.  
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NPAC Results

NeuStar Internal Metrics

		SLR 3 Requirement: 95%+ of all inbound requests must be handled in 3 seconds or less.

		Root Cause for SLR 3 Miss:  Lack of bandwidth between the Sterling and Charlotte data centers to allow synchronous replication to complete efficiently. Note:  Transactions were completing in 3 – 4 seconds. (Measured as a Pass / Fail metric at 3 seconds)

		Solution:  Add an additional T3 or GigE circuit between the two data centers to expand bandwidth and redistribute regional traffic.  Timeline: 2 – 3 months. 

		Zero transactions sitting in the inbound queue. (NPAC was not slow)

		Synchronous replication remained intact   
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LSMS Results

105,000 Analysis

		94% (239 / 253) of the LSMSs performed flawlessly (No delays)

		6% (15 / 253) of the LSMSs were behind in taking downloads real time at some point during the one hour test.

		97% (245 / 253) of the LSMSs had taken all the downloads by 5:05 AM ET

		Only one national LSMS was taking downloads after 5:09 AM ET and they finished taking all the downloads at 6:16 AM ET. 

		A sample of User’s circuits showed bandwidth utilization remained below 25% during the 1 hour period.





70,000 vs. 105,000 Analysis

		The long pole in the tent for both tests shows SPID A.

		At the end of February’s 10K Stress Test, SPID A had accepted 19,000 downloads, by the end of October’s 15K Stress Test, however, SPID A had accepted 53,000 downloads in the same time frame of 1 hour.

		SPID A also improved by clearing the back log at a faster rate after the 1 hour test completed.  3 hours and 15 minutes in February vs. 1 hour and 15 minutes in October.   

		Both bullets show improvement considering we increased the load within the hour by 50%.   
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LSMS Results



Confidential and proprietary





*

Confidential and proprietary

LSMS Results
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Next Steps

Questions / Comments / Discussion at the LSMS level

		The industry is improving. Stats support the statement



		15K – 20K seems to be the tipping point for several LSMSs





		The industry could conduct a 25K test in 1 region to see how far off the industry & NeuStar is to meeting this request.  Possibly 1 or 2 regions will not have a significant impact vs. 7 regions.





		Propose a sunrise date for the 15K large port notification?  When?

		Allows NeuStar to chat with a few LSMSs and vendors

		Allows all Users to prepare for potential increase
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NEUSTAR

‘The industry’s trusted neutral third party




NeuStar... the trusted neutral third part for the industry
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Region 4:00AM 4:15AM 4:30AM 4:45AM 5:00AM 5:30AM


MA 0 0 0 0 0 0


MW 0 0 0 0 0 0


NE 0 0 0 0 0 0


SE 0 0 0 0 0 0


SW 0 0 0 0 0 0


WC 0 0 0 0 0 0


WE 0 0 0 0 0 0


SMS Backlog Queue


 


Region 4:00AM 4:15AM 4:30AM 4:45AM 5:00AM 5:30AM


MA 99.2% 99.3% 99.2% 98.0% 96.0% 96.1%


MW 99.2% 98.9% 98.8% 96.8% 94.6% 94.7%


NE 97.4% 98.1% 98.3% 98.2% 96.6% 97.0%


SE 97.3% 97.5% 97.7% 97.7% 97.7% 97.7%


SW 99.2% 97.9% 96.4% 92.4% 94.3% 94.3%


WC 99.9% 99.4% 98.9% 72.0% 65.9% 69.8%


WE 99.4% 99.2% 98.7% 95.9% 94.8% 94.4%


SLR 3


LSMS Results Only

Region Gutbound Gutbound Gutbound Gutbound Gutbound | Total | No
Region Outbound Queue|SPID| Queue |SPID| Queue |SPID| Quewe |SPID| Quewe |SPID| Queue |LSMSs|issues
WA 0 31000
W 0 38 [100%
NE 0 33 [H00%
SE 0 10 [ 100%
W 0 36 [100%
WE 0 36 [100%
we 0 36 [100%
- ____________________ _
WA 2208 A 67 | B | 461 3t [ou
W 2639 A 2639 38 |97
NE 2089 A 2089 33|97
SE 2100 A 2100 10 [ 98%
W 213 A 75 [ ¢ #m 36|94
WE 1992 A 1992 36 [97%
we 2293 A [ 2003 36 Lo7%
- ____________________
WA 3368 A | 3368 3t [or
W 1429 A [ 32 [ D [ 0w 38 [95%
NE 1938 A [ 386 | F [ 1112 33 [0t
SE 3801 A [ 3801 10 [ 98%
W 1416 A 37 [ B[ om [c| 7% 36 [92%
wE 1555 A [ 4555 .
7318 A [ 463 36%
—
WA 5480 A | 5180 7%
W 8267 A 492 [ b | s [ F| w2 T
NE 6503 A 632 | F ] 135 [ W] 3% 33|91
SE 5728 A | 5728 10 [ 98%
W 6697 A [ 5638 | € [ 1059 36|94
WE 6005 A | 6005 36|97
we 10400 A [ o007 | E | B35 [ W 7% 36 [02%




(D cleared at 5:09:00

MA A [
MW





Notes
1. No LSMSs aborted during the 1 hour test
2. SPID C= LSMS
3. SPID D = LSMS
4. SPID E= LSMS
5. SPID A= LSMS
6. SPID F = LSMS
7
8
9.
1

. SPID B = LSMS
. SPID G = LSMIS

SPID F = LSMIS
0. SPID H
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Key Considerations

2

Considerations for Go

What if an LSMS is down just prior to start of testing? 

What if normal transactions are high prior to start of testing? 

Considerations to Suspend

What are the steps if an LSMS goes down during testing?

What are steps if an LSMS(s) cannot keep up during testing?

What are steps if rate >22 TPS for 10 minutes in any region and unable to halt other large porting activities (SOA originated) contributing to higher rate













Conditions (State of Environment) for Go on Testing

3

100% of National LSMS’ (20 SPIDs) must be up and available for testing

Take into consideration LSMS’ that are localized to only one region



TPS volume (non test related) not >5 in all regions – Should we include this?



No LSMS is >2 minutes behind













Conditions Resulting in Suspension of Testing 

4

If one or more of the limits listed below are reached in the same region, testing should be suspended in the impacted region



5 or more LSMS’ are down concurrently for >10 min

If TPS > 11 in impacted regions - suspend testing in impacted regions 

5 or more LSMS’ have average response delay per LSMS (When message could be sent to when CMIP response or XML Async response is received) time >15 min

If TPS > 11 in impacted regions - suspend testing in impacted regions
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SCP Update Intervals



October 3, 2007 Exercise

4:00 AM – 5:00 AM EDT

15,000 Transactions/Region
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SCP Update Interval Exercise - Results

More Participation



	Participants in the October stress test represented about 5% more end users than in the February test.



Good Results 



	Results were generally as good as or better than those of the February test in spite of a 50% load increase.



	Most systems experienced intervals of only seconds, from NPAC broadcasts to SCP updates.



Some participants substantially improved from their February test results



	One participant had required an average of 50 minutes to update its SCPs with the last TN in the February test, but required only seconds this time.



	Another participant required 75 minutes to update its SCP with the last TN, but this interval was greatly improved from the 4-hour delay it had experienced in the less demanding February test.



Some Unfavorable Results



	One participant’s results deteriorated, running an average of 40 minutes required to update its SCPs with the last TN versus intervals of only seconds in the February test.



	A new participant required 70 minutes to update its SCP with the last TN, but anticipates a system upgrade from its vendor in 1q08.
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