LNPA WORKING GROUP
March 13-14, 2012 Meeting
Final Minutes


	Denver, Colorado
	Host: Comcast



LNPA WORKING GROUP ARCHITECTURE PLANNING TEAM (APT) DISCUSSION:

TUESDAY 03/13/12
[bookmark: OLE_LINK2]Tuesday, 03/13/12, Attendance:
	Name
	Company
	Name
	Company

	Tracey Guidotti
	AT&T
	Marcel Champagne
	Neustar

	Ron Steen
	AT&T
	Dave Garner
	Neustar

	Teresa Patton
	AT&T (phone)
	Mubeen Saifullah
	Neustar Clearinghouse

	Mark Lancaster
	AT&T (phone)
	Shannon Sevigny
	Neustar Pooling (phone)

	Lonnie Keck
	AT&T Mobility
	Jeff Sonnier
	Sprint Nextel

	Renee Dillon
	AT&T Mobility
	Ken Havens
	Sprint Nextel

	Matt Nolan
	Bright House (phone)
	Ann Fenaroli
	Sprint Nextel

	Jan Doell
	CenturyLink
	Suzanne Addington
	Sprint Nextel

	Tim Kagele
	Comcast
	Nancy Conant
	Synchronoss

	Brenda Bloemke
	Comcast
	Rosalee Pinnock
	Syniverse (phone)

	Joan Bridgeman
	Cricket
	Ramesh Chellamani
	Tekelec

	Dena Hunter
	Cricket
	Joel Zamlong
	Ericsson/Telcordia

	Julie Hock
	Cricket
	Pat White
	Ericsson/Telcordia

	Devang Naik
	DSET
	Lisa Marie Maxson
	Ericsson/Telcordia

	Jim Seigler
	DSET
	Adam Newman
	Ericsson/Telcordia

	Linda Peterman
	Earthlink Business
	John Malyar
	Ericsson/Telcordia

	Crystal Hanus
	GVNW (phone)
	George Tsacnaris
	Ericsson/Telcordia

	Bonnie Johnson
	Integra (phone)
	Kayla Sharbaugh
	Ericsson/Telcordia (phone)

	Bridget Alexander
	John Staurulakis, Inc. (phone)
	Steven Koch
	Ericsson/Telcordia (phone)

	Angie Beckett
	John Staurulakis, Inc.
	Paula Jordan
	T-Mobile

	Karen Hoffman
	John Staurulakis, Inc. (phone)
	Luke Sessions
	T-Mobile

	Eric Monkelien
	Level 3
	Glenn Andrews
	TNS

	Lynette Khirallah
	NetNumber (phone)
	George Stonesifer
	US Cellular

	Jim Rooks
	Neustar
	Tanya Golub
	US Cellular (phone)

	Paul LaGattuta
	Neustar
	Gary Sacra
	Verizon

	Stephen Addicks
	Neustar 
	Jason Lee
	Verizon (phone)

	John Nakamura
	Neustar
	Deb Tucker
	Verizon Wireless

	Larry Vagnoni
	Neustar
	Traci Brunner
	Windstream

	Ed Barker
	Neustar (phone)
	
	

	Randy Buffenbarger
	Neustar
	
	



NOTE:  ALL APT ACTION ITEMS REFERENCED IN THE MINUTES BELOW HAVE BEEN CAPTURED IN THE “MARCH_13_ 2012 LNPA WG APT ACTION ITEMS” FILE ISSUED IN A SEPARATE E-MAIL FROM THESE MINUTES AND ATTACHED BELOW.




MEETING MINUTES:

2012 LNPA WG Meeting/Call Schedule:

Following is the current schedule for the 2012 LNPA WG meetings and calls.

	MONTH
(2012)
	NANC MEETING DATES
	LNPA WG
MEETING/CALL
DATES
	HOST COMPANY
	MEETING LOCATION

	
	
	
	
	

	January 

	
	10th-11th  
	Telcordia
	Scottsdale, Arizona

	February 
	
	No meeting or call.

	
	

	March

	
	13th-14th       
	Comcast
	Denver, Colorado

	April
	
	No meeting or call.
	
	

	May
	
	8th-9th 
	Neustar
	Key West, Florida
 

	June
	
	No meeting.

6/12/2012 call if necessary.
	
	

	July

	 
	10th-11th 
	Canadian LNP Consortium
	Mont Tremblant Quebec, Canada

	August
	
	No meeting.

8/7/2012 call if necessary.
	
	


	September
	
	11th-12th
	CenturyLink & Tekelec
	Denver, Colorado

	October
	
	No meeting.

10/9/2012 call if necessary
	
	

	November
	
	6th-7th
	Sprint Nextel
	Overland Park, Kansas

	December
	
	No meeting.

12/11/2012 call if necessary
	
	

	
	
	
	
	



· Continuing evaluation during 2012 will determine if interim conference calls are needed or if the decision to meet face-to-face every other month should be revisited.

January 10, 2012 APT Meeting Minutes Review:

· No changes were made to the DRAFT January 10, 2012 APT meeting minutes, and they were approved as FINAL.

APT Test Plan Review Team Update – John Nakamura, Neustar:

· Review of SOW 24 Test Requirements
[bookmark: _MON_1392129186]



· In leading the review of the attached SOW 24 ITP testing requirements, John Nakamura, Neustar, stated that the objective is to perform more business flow testing with vendors.  If that is the case, it would make sense for vendors to perform turn-up regression test cases.  Currently there are 101.  John stated that Neustar also recommends that SPs would perform the regression test cases as part of their turn-up testing.  New features that vendors would have to implement would require additional test cases.  These would be the minimum required test cases for vendors.

· For a new release with no new features, at a minimum, vendors would do the turn-up regression test cases.  The group agreed.
   
· Concerns were raised regarding the suggestion to make the regression test cases optional for SPs if vendors have performed them already.

· Neustar stated that their recommendation would not preclude vendors doing surrogate testing for their SPs.  It was asked if this meant that they would have to do the regression test cases twice as a vendor and then as a surrogate for their customer.  Neustar responded that the software level, patch level, and NPAC profile level would have to be the same for both vendor and SP systems in order to avoid having to run the test cases twice. 

· There was agreement that SPs would also be required to do the turn-up regression test cases.

· For new releases with new features that the vendor and SP are going to implement, each would run the associated new test cases.

· John then reviewed the SOW 24 requirements.  He stated that we will have to revise this document for submission to the LLC.  It will no longer be called ITP testing.  It will be called vendor testing.  Neustar will revise the attached SOW 24 testing requirements based on changes discussed at the March 13, 2012 APT meeting for review at the May 8, 2012 APT meeting.

· It was asked how it would be coordinated if the SP had different SOA and LSMS vendors.  There should not be any difference in how it is done today.

· It was stated that we also need to look at the current ITP test cases to see what we need to carry over into the turn-up regression test cases for vendor testing.

· Review of Current Turn-up Test Plan Matrix




Action Item 051011-16:  Neustar and Telcordia will create a list of Vendor (ITP) and Service Provider regression test cases, identify which are Vendor (ITP) and which are regression or which are both, determine which are conditional, and which apply to the following four categories:
1. New Service Provider and New Vendor,
1. New Service Provider and Experienced Vendor,
1. Experienced Service Provider and New Vendor,
1. Experienced Service Provider and Experienced Vendor.

The status of this work effort will be provided on the June 14, 2011 APT conference call and at the APT portion of the July 2011 LNPA WG meeting.

· Action Item 051011-16 stays open.  We will review the test plan in the sub-team and bring a recommendation to the APT.

Action Item 091311-APT-02:  As a part of the effort to review and update the Vendor ITP and Service Provider Turn-up Test Plans, the APT Test Plan Sub-team will identify to the full LNPA WG any functionality that is recommended for consideration to be sunsetted.

· Action Item 091311-APT-02 stays open.

Discussion of NPAC Support of IPv6 (NANC 447) – All:
[bookmark: _MON_1393846854]



· The group reviewed the attached NANC 447 Change Order for NPAC support of IPv6.

· Neustar will add a note in the attached NANC 447 Change Order stating that dual stacks (IPv4 and IPv6) will be supported.

· There was no objection to recommending to the full LNPA WG that a request be sent to the NAPM LLC for an SOW from Neustar for NANC 447.  Neustar said that the level of effort would likely be medium to high.

Sunset of Non-EDR Support – All:

Action Item 011012-APT-01:  Neustar will send a message out over the Cross-Regional distribution list indicating that support of non-EDR will sunset at the end of 2Q2012.  In that notification, Neustar will describe the implications, e.g., no pooled SVs in BDDs, and ask if any entities are currently requesting BDDs with pooled SVs.  

· Neustar stated that they have not received any feedback from the notice sent out per Action Item 011012-APT-01. 

· Neustar will contact directly those users that request BDDs with pooled SVs to let them know that support of non-EDR will sunset at the end of 2Q2012.  Neustar will provide feedback at the May 8, 2012 APT meeting.  There are 34 such users.

· Action Item 011012-APT-01 is closed.

· Neustar reviewed changes to NANC 448 related to pooled SVs.


· There was no objection to recommending to the full LNPA WG that a request be sent to the NAPM LLC for an SOW from Neustar for NANC 448.  The actual implementation of NANC 448 would be done over time.

Discussion of Alternative Interface (NANC Change Order 372) – All:

Action Item 011012-APT-02:  Neustar will expand the text in NANC 372 – Alternative Interface – based on current working assumptions agreed to at the January 2012 LNPA WG meeting for review and discussion at the March 2012 LNPA WG meeting.
[bookmark: _MON_1392198566]			


	

Action Item 110911-APT-03:  Service Providers are to come to the January 2012 LNPA WG APT meeting prepared to discuss NANC 372 – Alternative Interface – and provide any available internal feedback on the attached key questions provided by Neustar.  See related Action Item 110911-APT-02




· Neustar reviewed the attached NANC 372 discussion document and recapped thediscussion that took place at the January 2012 APT meeting.

· XML or JSON – not yet decided.  AT&T and Verizon stated that they prefer JSON at this point. CenturyLink prefers XML at this point.  

· The current working assumption is connectionless and session-less.

· Neustar will create a tracking document of key questions that need answered and what decisions are made in order to focus our ongoing discussions.  Pros and cons of each needed decision will be included in the document, e.g., JSON vs. XML.  Vendors may also provide input to the document.  The document will be developed also for SPs to use as a discussion tool internally with their IT and Security SMEs.

· Action Item 011012-APT-02 is closed.

· Action Item 110911-APT-03 is closed.

· Neustar teed us a discussion of push vs. pull.  Push is what we have today with CMIP.  There is a pre-established connection with an open association.  SPs request the NPAC to open up an association.  A push will require a hole to be open in SP firewalls with a server behind the firewall in a connectionless environment.  In a pull environment, the only time the NPAC will send is at the request of the SP.  Having a hole in a firewall in a closed network is similar to what is allowed today with VPNs.  Today, there is a hole in the NPAC firewall to allow SPs to connect.  In a pull environment, SPs would poll the NPAC for anything new.  In determining how frequently to poll, we must keep in mind that there are benefits to getting updates in bulk.  Neustar said that they do not envision a poll any more frequently than 60 seconds.
· An SP asked if there were any financial benefits to going to connectionless, pull, XML, etc.  Neustar responded that having a CMIP developer on staff is a very specialized resource.  The SP also asked if the new architecture would make the NPAC more efficient operationally.  Neustar responded that the new interface would be simpler and the LSMS would not have to serve as a server.

· An SP asked if a pull environment could result in resource contention.  Neustar responded that the efficiency of sending updates in bulk in a pull, and not having to place a header on each individual update, would outweigh any inefficiencies.

· An SP added that not having to maintain dedicated circuits would be a savings.

APT Action Items Not Previously Discussed in Agenda – All:
			



Review of January 10, 2012 LNPA WG APT Action Items:

	January 10, 2012 LNPA WG APT Action Items:

· Item 011012-APT-01:  This item has been completed and is Closed. 
· Item 011012-APT-02:  This item has been completed and is Closed.

LNPA WG APT Action Items Remaining Open from Previous Meetings:

· Item 051011-16:  This item remains Open.
· Item 091311-APT-02:  This item remains Open.
· Item 110911-APT-03:  This item remains Open.

Discussion of Need for Interim APT Call(s) – All:

· Test plan calls will be scheduled separately.

· No full APT calls will be scheduled prior to the May 2012 face-to-face meeting.

Next APT Meeting …Part of the May 8-9, 2012 LNPA WG Meeting…  
Location…Key West, Florida…
Hosted by Neustar

1

SOW 24 testing requirements for ITP and TUT based on US rev5.docx


2.6  Requirements for Interoperability Testing  

Interoperability Testing (“ITP”) must be performed on a SOA/LSMS developer's software anytime that a change is made to the interface (GDMO or ASN.1) of either the NPAC SMS or the Developer's SOA/LSMS.  In the event that the interface change is initiated by the NPAC SMS, the SOA/LSMS developers shall perform ITP on each version of SOA/LSMS software that may potentially be used by Users with the new NPAC SMS interface.

The following outlines the required level of testing for specific scenarios:

(a) When a local product (SOA/LSMS) is compiled with the current interface model, and a new local feature (SOA/LSMS feature) is implemented that does NOT involve a change in the use of the interface model, and the NPAC SMS is compiled with the current model, then no ITP testing is required.

(b) When a local product is compiled with the current interface model, and no new local features implemented, and the NPAC SMS is compiled with the new interface model, then ITP testing is required [standard regression test cases].

(c) When a local product is compiled with the new interface model, and no new local features implemented, and the NPAC SMS is compiled with the new interface model, then ITP testing is required [standard regression test cases].

(d) When a local product is compiled with the new interface model, and new local features are implemented that involve the interface, and the NPAC SMS is compiled with the new interface model, then ITP testing is required [standard regression test cases and new functionality test cases].

(e) When a local product is compiled with the current interface model, and new local features are implemented that involve the interface, and the NPAC SMS is compiled with the current model, then ITP testing is required [new functionality test cases].  (Note that the regression test cases would have been addressed when the vendor upgraded the local product to the current version of the interface model.)

(f) When the operating system software of a local product (i.e., a SOA or LSMS that connects to the NPAC SMS) is upgraded, and this results in any OSI stack or CMIP toolkit change, then ITP testing is required [standard regression test cases].

(g) When the operating system of a local product (i.e., a SOA or LSMS that connects to the NPAC SMS) is changed (e.g. OS vendor A to OS vendor B), then ITP testing is required [standard regression test cases].

2.7  Requirements for Turn-Up Testing

Turn-Up Testing, which includes new NPAC SMS software release functionality testing and regression testing, must be performed on a Service Provider’s SOA/LSMS software anytime that a change is made to the interface (GDMO or ASN.1) of the NPAC SMS.  In the event that the interface change is initiated by the NPAC SMS, the Users shall perform Turn-Up Testing on each version of SOA/LSMS software that may potentially be used with the new NPAC SMS interface.

The following outlines the required level of testing for specific scenarios:

(h) When a local product (SOA/LSMS) is compiled with the current interface model, and a new local feature (SOA/LSMS feature) is implemented that does NOT involve a change in the use of the interface model, and the NPAC SMS is compiled with the current model, then Turn-Up Testing is optional.  Test cases to be performed at the discretion of User. [standard regression test cases].

(i) When a local product is compiled with the current interface model, and no new local features are implemented that involve the interface, and the NPAC SMS is compiled with the new interface model, then Turn-Up Testing is required [standard regression test cases].

(j) When a local product is compiled with the new interface model, and no new local features are implemented that involve the interface, and the NPAC SMS is compiled with the new interface model, then Turn-Up Testing is required [standard regression test cases].

(k) When a local product is compiled with the new interface model, and new local features are implemented that involve the interface, and the NPAC SMS is compiled with the new interface model, then Turn-Up Testing is required [standard regression test cases and new functionality test cases].

(l) When a local product is compiled with the current interface model, and new local features are implemented that involve the interface, and the NPAC SMS is compiled with the current model, then Turn-Up Testing is required [standard regression test cases and new functionality test cases].  

(m) When the operating system software of a local product (i.e., a SOA or LSMS that connects to the NPAC SMS) is upgraded, and this results in any OSI stack or CMIP toolkit change, then Turn-Up Testing is required [standard regression test cases].  

(n) When the operating system of a local product (i.e., a SOA or LSMS that connects to the NPAC SMS) is changed (e.g. OS vendor A to OS vendor B), then Turn-Up Testing is required [standard regression test cases].  

(o) When the hardware of a local product (i.e., a SOA or LSMS that connects to the NPAC SMS) is changed, and the system used by the vendor to perform ITP testing is substantially different from the local product, then Turn-Up Testing is required [standard regression test cases].  
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TUT Plan - TC matrix - chap 7 - based on R3dot4.docx
[bookmark: _Toc113854282][bookmark: _Toc113854323][bookmark: _Toc113854407][bookmark: _Toc113938152][bookmark: _Toc282898649]7.  Individual Turn Up Test Case Matrix:

This section contains a matrix of all test cases written and defined for Service Provider Turn Up testing in an individual service provider environment up to and including Release 3.2.  Individual Service Provider and Group Service Provider Turn Up test cases for the current release of NPAC Software (3.4) can be found in the related document, NPAC Release 3.4 Individual Functional Test Cases.  

		

		New Entrant Test Cases

		Re-gression

		SOA

		LSMS



		Test Case Objective

		New SP w/ New Vendor

		Exp SP w/ New Vendor

		New SP w/ Exp Vendor

		Exp SP w/ Exp Vendor

		

		



		Release 1.0 Test Cases



		8.1 Mechanized Interface Scenarios



		8.1.1 Network Data



		8.1.1.1 Create of Network Data



		8.1.1.1.1 SOA Mechanized Interface



		[bookmark: first_new_new][bookmark: first_exp_new][bookmark: first_new_exp][bookmark: first_exp_exp][bookmark: first_soa][bookmark: first_lsms]8.1.1.1.1.1  Open a non-existing NPA-NXX for portability via the SOA Mechanized Interface. – Success

		[bookmark: _1015413632]X

		X

		X

		X

		X

		



		
8.1.1.1.1.2  Open an NPA-NXX for portability via the SOA Mechanized Interface that exists for another service provider. – Error

		X

		X

		

		

		X

		



		8.1.1.1.1.3  Open an NPA-NXX for portability via the SOA Mechanized Interface that exists for the given service provider. – Error

		X

		X

		X

		

		X

		



		8.1.1.1.1.4  Open NPA-NXX for portability via the SOA Mechanized Interface with an effective date prior to the current date. – Success

		X

		X

		

		

		X

		



		8.1.1.1.1.5  Open NPA-NXX for portability via the SOA Mechanized Interface with invalid effective date. – Error

		X

		X

		

		

		X

		



		8.1.1.1.1.6  Open NPA-NXX for portability via the SOA Mechanized Interface while a communications problem exists between the NPAC SMS and an LSMS. – Success

		X

		X

		

		

		X

		



		8.1.1.1.1.7  Add a non-existing LRN via the SOA Mechanized Interface. – Success

		X

		X

		X

		X

		X

		



		8.1.1.1.1.8  Add an LRN via the SOA Mechanized Interface that exists for another service provider. – Error

		X

		X

		

		

		X

		



		8.1.1.1.1.9  Add an LRN via the SOA Mechanized Interface that exists for the given service provider. – Error

		X

		X

		X

		

		X

		



		8.1.1.1.1.10  Add LRN via the SOA Mechanized Interface with invalid LRN data. – Error

		X

		X

		

		

		X

		



		8.1.1.1.1.11  Create an LRN via the SOA Mechanized Interface while a communications problem exists between the NPAC SMS and an LSMS. – Success

		X

		X

		

		

		X

		



		8.1.1.1.2 LSMS Mechanized Interface



		8.1.1.1.2.1  Open a non-existing NPA-NXX for portability via the LSMS Mechanized Interface. – Success

		X

		X

		X

		X

		

		X



		8.1.1.1.2.2  Open an NPA-NXX for portability via the LSMS Mechanized Interface that exists for another service provider. – Error

		X

		X

		

		

		

		X



		8.1.1.1.2.3  Open an NPA-NXX for portability via the LSMS Mechanized Interface that exists for the given service provider. – Error

		X

		X

		X

		

		

		X



		8.1.1.1.2.4  Open NPA-NXX for portability via the LSMS Mechanized Interface with an effective date prior to the current date. – Success

		X

		X

		

		

		

		X



		8.1.1.1.2.5  Open NPA-NXX for portability via the LSMS Mechanized Interface with invalid effective date. – Error

		X

		X

		

		

		

		X



		8.1.1.1.2.6  Open NPA-NXX for portability via the LSMS Mechanized Interface while a communications problem exists between the NPAC SMS and an LSMS. – Success

		X

		X

		

		

		

		X



		8.1.1.1.2.7  Add a non-existing LRN via the LSMS Mechanized Interface. – Success

		X

		X

		X

		X

		

		X



		8.1.1.1.2.8  Add an LRN via the LSMS Mechanized Interface that exists for another service provider. – Error

		X

		X

		

		

		

		X



		8.1.1.1.2.9  Add an LRN via the LSMS Mechanized Interface that exists for the given service provider. – Error

		X

		X

		X

		

		

		X



		8.1.1.1.2.10  Add LRN via the LSMS Mechanized Interface with invalid LRN data. – Error

		X

		X

		

		

		

		X



		8.1.1.1.2.11  Create an LRN via the LSMS Mechanized Interface while a communications problem exists between the NPAC SMS and an LSMS. – Success

		X

		X

		

		

		

		X



		8.1.1.2 Modify of Network Data



		8.1.1.2.1 SOA Mechanized Interface



		8.1.1.2.1.2  Modify an existing service provider’s profile by adding contact data via the SOA Mechanized Interface. – Success

		X

		X

		X

		X

		X

		



		8.1.1.2.1.3  Modify an existing service provider’s profile by deleting non-required contact data via the SOA Mechanized Interface. – Success

		X

		X

		X

		

		X

		



		8.1.1.2.1.4  Modify an existing service provider’s profile by modifying network address data via the SOA Mechanized Interface. – Success

		X

		X

		X

		

		X

		



		8.1.1.2.1.5  Modify an existing service provider’s profile with invalid contact data via the SOA Mechanized Interface. – Error

		X

		X

		

		

		X

		



		8.1.1.2.2 LSMS Mechanized Interface

		



		8.1.1.2.2.2  Modify an existing service provider’s profile by adding contact data via the LSMS Mechanized Interface. – Success

		X

		X

		X

		X

		

		X



		8.1.1.2.2.3  Modify an existing service provider’s profile by deleting non-required contact data via the LSMS Mechanized Interface. – Success

		X

		X

		X

		

		

		X



		8.1.1.2.2.4  Modify an existing service provider’s profile by modifying network address data via the LSMS Mechanized Interface. – Success

		X

		X

		X

		

		

		X



		8.1.1.2.2.5  Modify an existing service provider’s profile with invalid contact data via the LSMS Mechanized Interface. – Error

		X

		X

		

		

		

		X



		8.1.1.3 Delete of Network Data

		



		8.1.1.3.1 SOA Mechanized Interface

		



		
8.1.1.3.1.1  Delete NPA-NXX via SOA Mechanized Interface. – Success

		X

		X

		X

		X

		X

		



		
8.1.1.3.1.2  Delete NPA-NXX via SOA or LSMS Mechanized Interface – ‘active’ subscription versions exist. – Error

		X

		X

		X

		

		X

		X



		
8.1.1.3.1.3  Delete NPA-NXX via SOA or LSMS Mechanized Interface – not owner service provider. – Error

		X

		X

		X

		

		X

		X



		
8.1.1.3.1.4  Delete LRN via SOA Mechanized Interface. – Success

		X

		X

		X

		

		X

		



		
8.1.1.3.1.5  Delete LRN via SOA or LSMS Mechanized Interface – ‘active’ subscription versions exist. – Error

		X

		X

		X

		

		X

		X



		
8.1.1.3.1.6  Delete LRN via SOA or LSMS Mechanized Interface – not owner service provider. – Error

		X

		X

		

		

		X

		X



		
8.1.1.3.1.7  Delete NPA-NXX Filter via SOA Mechanized Interface. – Success

		X

		X

		X

		

		X

		



		8.1.1.3.2 LSMS Mechanized Interface

		



		
8.1.1.3.2.1  Delete NPA-NXX via LSMS Mechanized Interface. – Success

		X

		X

		X

		X

		

		X



		
8.1.1.3.2.2  Delete LRN via LSMS Mechanized Interface. – Success

		X

		X

		X

		

		

		X



		
8.1.1.3.2.3  Delete NPA-NXX Filter via LSMS Mechanized Interface. – Success

		X

		X

		X

		X

		

		X



		8.1.1.4 Query 

		



		
8.1.1.4.1.1  Service Provider query of audit on  the NPAC. – Success

		X

		X

		X

		X

		X

		



		
8.1.1.4.1.2  Service Provider Query to the NPAC for their own service provider data via their LSMS. – Success

		superseded by NANC 357-2 in R3.3 test cases.

X

X

X

X



		
8.1.1.4.1.3  Service Provider Query to the NPAC for their own Service Provider data via their SOA. – Success

		superseded by NANC 357-1 in R3.3 test cases,



		
8.1.1.4.1.4  Service Provider Query to the NPAC for another Service Provider's data via the SOA. – Error

		X

		X

		

		

		X

		



		
8.1.1.4.1.5  Service Provider Query to the NPAC for NPA-NXX data via their Local SMS. – Success

		X

		X

		X

		X

		

		X



		
8.1.1.4.1.6  Service Provider Query to the NPAC for NPA-NXX data via their SOA. – Success

		X

		X

		X

		

		X

		



		
8.1.1.4.1.7  Service Provider Query to the NPAC for LRN data via their SOA. – Success

		X

		X

		X

		

		X

		



		8.1.1.4.1.8  Service Provider Query to the NPAC for another Service Provider's LRN via the SOA. – Success

		X

		X

		X

		

		X

		



		
8.1.1.4.1.9  Service Provider Query to the NPAC for LRN data via their Local SMS. – Success

		X

		X

		X

		

		

		X



		
8.1.1.4.1.10  Service Provider issues a Scoped/Filtered GET of Network Data to the NPAC via their Local SMS. – Success

		X

		X

		X

		

		

		X



		
8.1.1.4.1.11  Service Provider issues a Scoped/Filtered GET of Network Data to the NPAC via their  SOA. – Success

		X

		X

		X

		

		X

		



		8.1.2 Subscription Data

		



		8.1.2.1 Create of Subscription Data

		



		8.1.2.1.1 SOA Mechanized Interface

		



		
8.1.2.1.1.1  Create 1st time inter-service provider ‘pending’ port of a single TN via the SOA Mechanized Interface. – Success

		Test Case procedures incorporated into test case 2.1 from Release 3.1.



		8.1.2.1.1.2 Create 1st time inter-service provider ‘pending’ port of a TN Range via the SOA Mechanized Interface. – Success

		X

		X

		X

		X

		X

		



		8.1.2.1.1.3  Create inter-service provider ‘pending’ port of a single TN via the SOA Mechanized Interface. – Success

		Test Case procedures incorporated into test cases NANC 201-1, NANC 201-5, and NANC 201-9 for Release 2.0



		8.1.2.1.1.4  Create inter-service provider ‘pending’ port of a TN Range via the SOA Mechanized Interface. – Success

		Test Case procedures incorporated into test cases NANC 201-2, NANC 201-6, and NANC 201-10 for Release 2.0



		8.1.2.1.1.5  Create inter-service provider ‘pending’ port of a ported TN porting to the original service provider via the SOA Mechanized Interface. – Success

		X

		X

		X

		

		X

		



		8.1.2.1.1.6  Create inter-service provider ‘pending’ port of a ported TN Range porting to the original service provider via the SOA Mechanized Interface. – Success

		X

		X

		

		

		X

		



		8.1.2.1.1.7  Create inter-service provider ‘pending’ port of a TN Range consisting of both ported and non-ported TNs via the SOA Mechanized Interface. – Success

		X

		X

		X

		

		X

		



		8.1.2.1.1.8  Create inter-service provider ‘pending’ port of a TN Range of an entire NPA-NXX (10,000 TNs) via the SOA Mechanized Interface. – Success

		X

		X

		X

		

		X

		



		8.1.2.1.1.9  Create inter-service provider ‘pending’ port of a single TN with a due date in the past via the SOA Mechanized Interface. – Error

		X

		X

		X

		

		X

		



		8.1.2.1.1.10  Create inter-service provider ‘pending’ port of a TN Range for an NPA-NXX not open for portability via the SOA Mechanized Interface. – Error

		X

		X

		X

		

		X

		



		8.1.2.1.1.11  Create inter-service provider ‘pending’ port of a single TN with an LRN of another service provider’s switch via the SOA Mechanized Interface. – Error

		X

		X

		

		

		X

		



		8.1.2.1.1.12  Create inter-service provider ‘pending’ port of a single TN with an LRN that does not exist via the SOA Mechanized Interface. – Error

		X

		X

		X

		

		X

		



		8.1.2.1.1.13  Create inter-service provider ‘pending’ port of a TN Range with an invalid Old Service Provider id via the SOA Mechanized Interface. – Error

		X

		X

		X

		

		X

		



		8.1.2.1.1.14  Create inter-service provider ‘pending’ port of a TN Range for which each TN in the range exists as a ‘pending’ port via the SOA Mechanized Interface. – Error

		X

		X

		

		

		X

		



		8.1.2.1.1.15  Create inter-service provider ‘pending’ port of a TN Range for which some of the TNs in the range already exist as ‘pending’ ports via the SOA Mechanized Interface. – Error

		X

		X

		X

		

		X

		



		
8.1.2.1.1.16  Create 1st time intra-service provider ‘pending’ port of a single TN via the SOA Mechanized Interface. – Success

		X

		X

		X

		X

		X

		



		8.1.2.1.1.17  Create 1st time intra-service provider ‘pending’ port of a TN Range via the SOA Mechanized Interface. – Success

		X

		X

		X

		

		X

		



		8.1.2.1.1.18  Create intra-service provider ‘pending’ port of a single TN via the SOA Mechanized Interface. – Success

		X

		X

		X

		X

		X

		



		8.1.2.1.1.19  Create intra-service provider ‘pending’ port of a TN Range via the SOA Mechanized Interface. – Success

		X

		X

		X

		

		X

		



		8.1.2.1.1.22  Create intra-service provider ‘pending’ port of an entire NPA-NXX (10,000 TNs) via the SOA Mechanized Interface. – Success

		X

		X

		X

		

		X

		



		8.1.2.1.1.23  Create intra-service provider ‘pending’ port of a single TN with a due date in the past via the SOA Mechanized Interface. – Error

		X

		X

		X

		

		X

		



		8.1.2.1.1.24  Create intra-service provider ‘pending’ port of a TN Range for an NPA-NXX not open for portability via the SOA Mechanized Interface. – Error

		X

		X

		

		

		X

		



		8.1.2.1.1.25  Create intra-service provider ‘pending’ port of a single TN with an LRN of another service provider’s switch via the SOA Mechanized Interface. – Error

		X

		X

		

		

		X

		



		8.1.2.1.1.26.  Create intra-service provider ‘pending’ port of a single TN with an LRN that does not exist via the SOA Mechanized Interface. – Error

		X

		X

		

		

		X

		



		8.1.2.1.1.27.  Create intra-service provider ‘pending’ port of a TN Range with an invalid Old Service Provider id via the SOA Mechanized Interface. – Error

		X

		X

		

		

		X

		



		8.1.2.1.1.28  Create intra-service provider ‘pending’ port of a TN Range for which each TN in the range exists as a ‘pending’ port for another Service Provider via the SOA Mechanized Interface. – Error

		X

		X

		

		

		X

		



		8.1.2.1.1.29  Create intra-service provider ‘pending’ port of a TN Range for which some of the TNs in the range exists as a ‘pending’ port for another Service Provider via the SOA Mechanized Interface. – Error

		X

		X

		X

		

		X

		



		
8.1.2.1.1.30  Create 1st time inter-service provider ‘pending’ port (concurrence) of a single TN via the SOA Mechanized Interface. – Success

		X

		X

		X

		X

		X

		X



		8.1.2.1.1.31  Create 1st time inter-service provider ‘pending’ port (concurrence) of a TN Range via the SOA Mechanized Interface. – Success

		X

		X

		X

		

		X

		



		8.1.2.1.1.32  Create inter-service provider ‘pending’ port (concurrence) of a single TN via the SOA Mechanized Interface. – Success

		X

		X

		X

		X

		X

		



		8.1.2.1.1.33  Create inter-service provider ‘pending’ port (concurrence) of a TN Range via the SOA Mechanized Interface. – Success

		X

		X

		X

		

		X

		



		8.1.2.1.1.34  Create inter-service provider ‘pending’ port (concurrence) of a ported TN porting to the original service provider via the SOA Mechanized Interface. – Success

		X

		X

		X

		

		X

		



		8.1.2.1.1.35  Create inter-service provider ‘pending’ port (concurrence) of a ported TN Range porting to the original service provider via the SOA Mechanized Interface. – Success

		Test case procedures incorporated into test case 2.33 from Release 3.1.



		8.1.2.1.1.36  Create inter-service provider ‘pending’ port (concurrence) of a TN Range consisting of both ported and non-ported TNs via the SOA Mechanized Interface. – Success

		X

		X

		X

		

		X

		



		8.1.2.1.1.37 Create inter-service provider ‘pending’ port (concurrence) of a TN Range of an entire NPA-NXX (10,000 TNs) via the SOA Mechanized Interface. – Success

		X

		X

		X

		

		X

		



		8.1.2.1.1.38  Create inter-service provider ‘pending’ port (concurrence) of a single TN with a due date in the past via the SOA Mechanized Interface. – Error

		X

		X

		

		

		X

		



		8.1.2.1.1.39  Create inter-service provider ‘pending’ port (concurrence) of a TN Range for an NPA-NXX not open for portability via the SOA Mechanized Interface. – Error

		X

		X

		X

		

		X

		



		8.1.2.1.1.40  Create inter-service provider ‘pending’ port (concurrence) of a TN Range for which each TN in the range exists as a ‘pending’ port via the SOA Mechanized Interface. – Error

		X

		X

		

		

		X

		



		8.1.2.1.1.41  Create inter-service provider ‘pending’ port (concurrence) of a TN Range for which some of the TNs in the range exists as a ‘pending’ port via the SOA Mechanized Interface. – Error

		X

		X

		X

		

		X

		



		8.1.2.1.1.42  Create inter-service provider ‘pending’ port (concurrence) of a TN Range with an authorization flag equal to FALSE and the cause code value populated via the SOA Mechanized Interface. – Success

		X

		X

		X

		

		X

		



		8.1.2.1.1.43  Create inter-service provider ‘pending’ port (concurrence) of a TN Range with the authorization flag equal to FALSE and the cause code value not populated via the SOA Mechanized Interface. – Error

		X

		X

		X

		

		X

		



		8.1.2.1.1.44  Create inter-service provider ‘pending’ port (concurrence) of a TN Range with the authorization flag equal to TRUE and the cause code value is populated via the SOA Mechanized Interface. – Error

		X

		X

		

		

		X

		



		8.1.2.1.1.45  Create inter-service provider ‘pending’ port (concurrence) of a TN Range with the authorization flag equal to FALSE and the cause code value is not 0 via the SOA Mechanized Interface. – Error

		X

		X

		

		

		X

		



		8.1.2.2 Modify of Subscription Data

		



		8.1.2.2.1 SOA Mechanized Interface

		



		
8.1.2.2.1.1  Modify required fields for a single TN ‘pending’ port with valid data. – Success

		X

		X

		X

		X

		X

		



		8.1.2.2.1.2  Modify optional fields for a single TN ‘pending’ port for a New Service Provider. – Success

		X

		X

		X

		X

		X

		



		8.1.2.2.1.3  Modify “porting to original” due date for a single TN ‘pending’ port. – Success

		X

		X

		X

		

		X

		



		8.1.2.2.1.4  Modify CNAM DPC with invalid data for a single TN ‘pending’ port. – Error

		Test Case procedures incorporated into test case 191/291-2 from Release 3.2.





		8.1.2.2.1.5  Modify CNAM SSN with invalid data for a single TN ‘pending’ port. – Error

		Test Case procedures incorporated into test case 191/291-2 from Release 3.2.



		8.1.2.2.1.6  Modify End-User Location Value with invalid data for a single TN ‘pending’ port. – Error

		X

		X

		

		

		X

		



		8.1.2.2.1.7  Modify Old Service Provider Authorization field for a single TN ‘pending’ port. – Error

		X

		X

		

		

		X

		



		
8.1.2.2.1.8  Modify required fields for a ‘pending’ port for a range of TNs with valid data. – Success

		X

		X

		X

		X

		X

		



		8.1.2.2.1.9  Modify optional fields for ‘pending’ ports for a range of TNs for a New Service Provider – Success

		X

		X

		X

		X

		X

		



		8.1.2.2.1.10  Modify LRN with valid data for a ‘pending’ port for a range of TNs. – Error

		X

		X

		

		

		X

		



		8.1.2.2.1.14  Modify required fields with valid data for a single TN ‘pending’ port which is in conflict. – Success

		X

		X

		X

		

		X

		



		8.1.2.2.1.15  Modify optional fields for a single TN ‘pending’ port which is in conflict for a New Service Provider. – Success

		X

		X

		X

		

		X

		



		8.1.2.2.1.17  NPAC SMS sets ‘pending’ ports for a range of TNs to conflict. – Success

		X

		X

		X

		

		X

		



		8.1.2.2.1.18  Modify required fields with valid data for ‘pending’ ports for a range of TNs which are in conflict. – Success

		X

		X

		X

		

		X

		



		8.1.2.2.1.19  Modify optional fields for ‘pending’ ports for a range of TNs which are in conflict for a New Service Provider. – Success

		X

		X

		X

		

		X

		



		8.1.2.2.1.20  Modify “porting to original” due date for ‘pending’ ports for a range of TNs which are in conflict for a New Service Provider. – Error

		X

		X

		

		

		X

		



		8.1.2.2.1.21  Modify LRN of ‘pending’ ports for a range of TNs which are in conflict with an LRN value which does not exist. – Error

		X

		X

		

		

		X

		



		8.1.2.2.1.22  Modify the Status Change Cause Code of ‘pending’ ports for a range of TNs for another service provider. – Error

		X

		X

		 

		

		X

		



		8.1.2.2.1.23  Modify required data for a single TN ‘active’ subscription for current Service Provider with valid data. – Success

		Test case procedures incorporated into test case 2.12 from Release 3.1.



		8.1.2.2.1.24  Modify optional data for a single TN ‘active’ subscription for current Service Provider with valid data. – Success

		X

		X

		X

		

		X

		X



		8.1.2.2.1.25  Modify CNAM DPC with invalid data for an ‘active’ subscription for a single TN for current Service Provider. – Error

		Test Case procedures incorporated into test case 191/291-4 from Release 3.2.



		8.1.2.2.1.26  Modify CNAM SSN with invalid data for an ‘active’ subscription for a single TN for current Service Provider. – Error

		Test Case procedures incorporated into test case 191/291-4 from Release 3.2.



		8.1.2.2.1.27  Modify End-User Location - Value with invalid data for an ‘active’ subscription for a single TN for current Service Provider. – Error

		X

		X

		

		

		X

		



		8.1.2.2.1.28  Modify an ‘active’ subscription for a single TN for another Service Provider. – Error

		X

		X

		

		

		X

		



		8.1.2.2.1.30  Modify required data for ‘active’ subscription versions for a range of TNs for current Service Provider with valid data. – Success

		Test case procedures incorporated into test case 2.11 from Release 3.1.



		8.1.2.2.1.31  Modify optional data for ‘active’ subscription versions for a range of TNs for current Service Provider with valid data. – Success

		X

		X

		X

		X

		X

		X



		8.1.2.2.1.32  Modify LRN with an LRN value which does not exist for an active’ subscription versions for a range of TNs for current Service Provider. – Error

		X

		X

		

		

		X

		



		8.1.2.2.1.33  Modify ‘active’ subscription versions for a range of TNs for another Service Provider. – Error

		X

		X

		

		

		X

		



		8.1.2.2.1.34  Modify single TN ‘pending’ port request for an Old Service Provider. – Success

		Test case procedures incorporated into test case 218-1 from Release 3.2.



		8.1.2.2.1.35  Modify a 'pending' port to set the Old Service Provider Authorization flag to false. – Success

		Test case procedures incorporated into test case 2.30 from Release 3.1.



		8.1.2.2.1.39  Modify status change cause code value for a single TN when Old Service Provider Authorization is not set to false. – Error

		X

		X

		

		

		X

		



		
8.1.2.2.1.40  Modify LRN for a single TN ‘pending’ port which is ‘active’ for another Service Provider. – Error

		X

		X

		

		

		X

		



		8.1.2.2.1.41  Modify ‘pending’ port request for a range of TNs for an Old Service Provider. – Success

		Test case procedures incorporated into test case 2.15 from Release 3.1.



		8.1.2.2.1.46  Modify status change cause code for a single TN ‘pending’ port when Old Service Provider Authorization is set to false. – Error

		X

		X

		X

		

		X

		



		8.1.2.2.1.47  Modify status change cause code for a single TN ‘pending’ port request which is in conflict when Old Service Provider Authorization is not set to false. – Error

		X

		X

		X

		

		X

		



		8.1.2.2.1.48  Modify by Old Service Provider for a range of ‘pending’ ports TNs to conflict. – Success

		Test case procedures incorporated into test case 2.28 from Release 3.1.



		8.1.2.2.1.49  Modify ‘pending’ ports for a range of TNs which are in conflict for an Old Service Provider. – Success

		X

		X

		X

		

		X

		



		8.1.2.2.1.51  Modify status change cause code for a ‘pending’ port for a range of TNs which are in conflict when Old Service Provider Authorization is not set to false. – Error

		X

		X

		

		

		X

		



		NOTE: Modify Active Partial Failure and Full Failure Test Cases have been added to the end of Release 1 test cases.  The 4 test cases that cover these scenarios are as follows:



		Modify_Active_1  Modify optional data for an ‘active’ Subscription Version with valid data for the Current Service Provider. – Partial Failure

		X

		X

		X

		

		X

		



		Modify_Active_2  Modify required data for ‘active’ Subscription Versions, for a range of TNs, with valid data for the Current Service Provider. – Partial Failure

		Test case procedures incorporated into test case 2.13 from Release 3.1.



		Modify_Active_3  Modify required data for an ‘active’ Subscription Version with valid data for the Current Service Provider. – Failure

		X

		X

		X

		X

		X

		



		Modify_Active_4  Modify optional data for ‘active’ Subscription Versions, for a range of TNs, with valid data for the Current Service Provider. – Failure

		X

		X

		X

		

		X

		



		8.1.2.3 Delete of Subscription Data



		8.1.2.3.1 SOA Mechanized Interface



		
8.1.2.3.1.1  Immediate Disconnect of ‘active’ port - single TN – SOA Mechanized Interface. – Success

		Test case procedures incorporated into test case 2.19 from Release 3.1.



		
8.1.2.3.1.2  Immediate Disconnect of ‘active’ port - single TN – SOA Mechanized Interface. – Failure

		X

		X

		X

		X

		X

		



		
8.1.2.3.1.3  Immediate Disconnect of ‘active’ port - single TN – SOA Mechanized Interface. – Partial Failure

		X

		X

		X

		

		X

		



		
8.1.2.3.1.4  Immediate Disconnect of ‘active’ port – range of TNs – SOA Mechanized Interface. – Success

		Test case procedures incorporated into test case 2.16 from Release 3.1.



		
8.1.2.3.1.5  Immediate Disconnect of ‘active’ port – range of TNs – SOA Mechanized Interface. – Failure

		X

		X

		X

		

		X

		



		
8.1.2.3.1.6  Immediate Disconnect of an ‘active’ port – range of TNs – SOA Mechanized Interface. – Partial Failure

		X

		X

		X

		X

		X

		



		
8.1.2.3.1.7  Immediate disconnect of  an ‘active’ port - single TN – no customer disconnect date. – SOA Mechanized Interface – Error

		X

		X

		X

		

		X

		



		
8.1.2.3.1.8  Immediate disconnect of an ‘active’ port – single TN – not current Service Provider. – SOA Mechanized Interface – Error

		X

		X

		X

		

		X

		



		
8.1.2.3.1.9  Immediate disconnect of a single TN – not ‘active’ – SOA Mechanized Interface. – Error

		X

		X

		

		

		X

		



		
8.1.2.3.1.10  Deferred Disconnect of ‘active’ port - single TN – SOA Mechanized Interface. – Success

		X

		X

		X

		X

		X

		X



		
8.1.2.3.1.11  Deferred Disconnect of an ‘active port’ - single TN – SOA Mechanized Interface. – Failure

		X

		X

		X

		

		X

		



		
8.1.2.3.1.12  Deferred Disconnect of an ‘active’ port - single TN – SOA Mechanized Interface. – Partial Failure

		X

		X

		X

		

		X

		



		
8.1.2.3.1.13  Deferred Disconnect of an ‘active’ port – range of TNs – SOA Mechanized Interface. – Success

		X

		X

		X

		

		X

		X



		
8.1.2.3.1.14  Deferred Disconnect of an ‘active’ port – range of TNs – SOA Mechanized Interface. – Failure

		X

		X

		X

		

		X

		



		
8.1.2.3.1.15  Deferred Disconnect of an ‘active’ port – range of TNs – SOA Mechanized Interface. – Partial Failure

		X

		X

		X

		

		X

		



		8.1.2.3.1.16  Deferred Disconnect for a single TN for other Service Provider. – Error

		X

		X

		X

		

		X

		



		8.1.2.3.1.17  Disconnect for a range of TNs for other Service Provider. – Error

		X

		X

		X

		

		X

		



		8.1.2.4 Activate of Subscription Data



		8.1.2.4.1 SOA Mechanized Interface



		
8.1.2.4.1.1  Activate inter-service provider ‘pending’ port of a single TN. – Success

		Test case procedures incorporated into test case 2.8 from Release 3.1.



		

8.1.2.4.1.2  Activate inter-service provider ‘pending’ port of a single TN. – Failure

		X

		X

		X

		

		X

		



		

8.1.2.4.1.3  Activate inter-service provider ‘pending’ port of a single TN. – Partial Failure

		X

		X

		X

		X

		X

		



		

8.1.2.4.1.4  Activate inter-service provider ‘pending’ port of a range of TNs. – Success

		Test case procedures incorporated into test case 2.6 from Release 3.1.



		

8.1.2.4.1.5  Activate inter-service provider ‘pending’ port of a range of TNs. – Failure

		X

		X

		X

		X

		X

		



		
8.1.2.4.1.6  Activate inter-service provider ‘pending’ port of a range of TNs. – Partial Failure

		X

		X

		X

		

		X

		



		
8.1.2.4.1.7  Activate inter-service provider ‘pending’ port of a single TN – not in ‘pending’ state. – Error

		X

		X

		

		

		X

		



		
8.1.2.4.1.8  Activate inter-service provider ‘pending’ port of a single TN – no New Service Provider timestamp exists and before NPA-NXX effective date. – Error

		X

		X

		

		

		X

		



		
8.1.2.4.1.9  Activate inter-service provider ‘pending’ port of a single TN – prior to due date. – Error

		X

		X

		X

		

		X

		



		
8.1.2.4.1.10  Activate intra-service provider ‘pending’ port of a single TN that has been previously ported. – Success

		X

		X

		X

		X

		X

		X



		
8.1.2.4.1.11  Activate intra-service provider ‘pending’ port of a single TN. – Failure

		X

		X

		X

		

		X

		



		
8.1.2.4.1.12  Activate intra-service provider ‘pending’ port of a single TN. – Partial Failure

		X

		X

		X

		

		X

		



		
8.1.2.4.1.13  Activate intra-service provider ‘pending’ port of a range of TNs that has been previously ported. – Success

		X

		X

		X

		X

		X

		X



		
8.1.2.4.1.14  Activate intra-service provider ‘pending’ port of a range of TNs. – Failure

		X

		X

		X

		

		X

		



		
8.1.2.4.1.15  Activate intra-service provider ‘pending’ port of a range of TNs. – Partial Failure

		X

		X

		X

		

		X

		



		
8.1.2.4.1.17  Activate intra-service provider ‘pending’ port of a single TN – no New Service Provider timestamp exists and before NPA-NXX effective date. – Error

		X

		X

		

		

		X

		



		
8.1.2.4.1.18  Activate intra-service provider ‘pending’ port of a single TN – prior to due date. – Error

		X

		X

		

		

		X

		



		
8.1.2.4.1.19  Activate porting to original ‘pending’ port of a single TN. – Success

		X

		X

		X

		X

		X

		X



		
8.1.2.4.1.20  Activate porting to original ‘pending’ port of a single TN. – Failure

		X

		X

		X

		

		X

		



		
8.1.2.4.1.21  Activate porting to original ‘pending’ port of a single TN. – Partial Failure

		X

		X

		X

		

		X

		



		
8.1.2.4.1.22  Activate porting to original ‘pending’ port of a range of TNs. – Success

		X

		X

		X

		

		X

		X



		
8.1.2.4.1.23  Activate porting to original ‘pending’ port of a range of TNs. – Failure

		X

		X

		X

		

		X

		



		
8.1.2.4.1.24  Activate porting to original ‘pending’ port of a range of TNs. – Partial Failure

		X

		X

		X

		

		X

		



		
8.1.2.4.1.25  Activate porting to original ‘pending’ port of a single TN – not in ‘pending’ state. – Error

		X

		X

		

		

		X

		



		
8.1.2.4.1.27  Activate porting to original ‘pending’ port of a single TN – prior to due date. – Error

		X

		X

		

		

		X

		



		8.1.2.5	Cancel of Subscription Data



		8.1.2.5.1 SOA Mechanized Interface



		
8.1.2.5.1.1  Subscription Version Cancel With Only One Create Action Received (Old Service Provider SOA Mechanized Interface). – Success

		Test case procedures incorporated into test case 2.27 from Release 3.1.



		
8.1.2.5.1.2  Subscription Version Cancel With Only One Create Action Received (New Service Provider SOA Mechanized Interface). – Success

		X

		X

		X

		

		X

		



		
8.1.2.5.1.3  Subscription Version Cancel Validation: subscription version does not exist (Old Service Provider’s or New Service Provider’s SOA Mechanized Interface). – Error

		X

		X

		X

		

		X

		



		
8.1.2.5.1.4 Subscription Version Cancel Validation: subscription state (Old Service Provider’s or New Service Provider’s SOA Mechanized Interface). – Error

		X

		X

		X

		

		X

		



		8.1.2.5.1.5 Subscription Version Cancel Validation: authorized service provider (Old Service Provider’s or New Service Provider’s SOA Mechanized Interface) – Error

		X

		X

		X

		

		X

		



		8.1.2.5.1.6 Subscription Version Cancel by Service Provider SOA After Both Service Provider SOAs Have Concurred (Old Service Provider’s SOA Mechanized Interface)

		X

		X

		X

		

		X

		



		8.1.2.5.1.7 Subscription Version Cancel by Service Provider SOA After Both Service Provider SOAs Have Concurred (New Service Provider’s SOA Mechanized Interface)

		X

		X

		X

		X

		X

		



		8.1.2.5.1.8 Subscription Version Cancel by Old Service Provider SOA No Acknowledgment by New Service Provider SOA (SOA Mechanized Interface)

		Test case procedure incorporated into test case NANC 138-1 from Release 3.3.



		
8.1.2.5.1.9  Subscription Version Cancel by New Service Provider SOA No Acknowledgment by Old Service Provider (SOA Mechanized Interface). – Success

		X

		X

		X

		

		X

		



		
8.1.2.5.1.10  Subscription Version Cancel Intra-service Provider Port (Current Provider SOA Mechanized Interface). – Success

		X

		X

		X

		

		X

		



		8.1.2.6 Conflict/Conflict Resolution of Subscription Data



		
8.1.2.6.2  Subscription Version Conflict Removal by the New Service Provider SOA. – Success

		Test Case procedures incorporated into test cases NANC 201-25 and NANC 201-35 for Release 2.0



		
8.1.2.6.3  Subscription Version Conflict Removal by the New Service Provider SOA before the Version Conflict Cancellation Window has expired. – Error

		X

		X

		X

		

		X

		



		
8.1.2.6.4  Subscription Version Conflict: No Conflict Resolution. – Success

		X

		X

		X

		

		X

		



		8.1.2.7 Query of Subscription Data



		8.1.2.7.1	  SOA Mechanized Interface



		
8.1.2.7.1.1  Subscription Version Query – SOA. – Success

		X

		X

		X

		X

		X

		



		8.1.2.7.2	  LSMS Mechanized Interface



		
8.1.2.7.2.1  Subscription Version Query – LSMS. – Success

		X

		X

		X

		X

		

		X



		8.2 Disaster Recovery Scenarios



		8.2.1 Scheduled Site Switchover

		Test Procedures moved to Group Phase.



		8.2.2 Unscheduled Site Switchover

		Test Procedures moved to Group Phase.



		8.2.3 Scheduled Downtime

		Test Case no longer required.



		8.3 Performance Test – This section removed from this test plan.



		8.2 Service Provider Integrated Scenarios – This section removed from this test plan, moved to Group Phase. 



		8.5 NPA Splits Scenarios



		8.5.1 Permissive Dialing Period is Successfully Started - NPAC Personnel User – Success 

		X

		X

		X

		X

		X

		X



		8.5.2.  New NPA-NXX does not Already Exist - NPAC Personnel User – Error

		Functionality superseded with implementation of NANC 192 in Release 3.2.



		8.5.3  Permissive Dialing Period with Audits – NPAC Personnel User – Success

		NPAC Only functionality.



		8.5.4  Confirm that the NPAC Personnel user and the Service Provider user can add new NPA-NXXs to an NPA Split before and during Permissive Dialing Period.- Success

		X

		X

		

		

		

		



		8.5.5  Perform Port-to-Original during the Permissive Dialing Period of the NPA Split. - Success

		X

		X

		X

		X

		X

		X



		8.5.6  New NPA-NXX involved in one NPA Split Validation - NPAC Personnel User – Error

		 NPAC Only functionality.



		8.5.7  Old NPA-NXX involved in one NPA Split Validation - NPAC Personnel User – Error

		NPAC Only functionality.



		8.5.8  Delete NPA Split - NPAC Personnel User – Success

		NPAC Only functionality.



		8.5.9  Removal of NPA-NXX from NPA Split during Permissive Dialing Period - NPAC Personnel User – Success

		NPAC Only functionality.



		8.6   Audits



		Audit_1  NPAC Initiates Full Audit (all data attributes), Single TN, No Discrepancies. – Success

		X

		X

		X

		

		

		X



		Audit_2  SOA Initiates Full Audit (all data attributes), Range of TNs, with Discrepancies. – Success

		X

		X

		X

		X

		X

		



		Audit_3  SOA Initiates Partial Audit (some data attributes), Single TN, with Discrepancies. – Success

		X

		X

		X

		X

		X

		



		Audit_4  NPAC Initiates Partial Audit (some data attributes), Single TN, with Discrepancies. – Success

		Test Case procedures incorporated into test case 9.2 for Release 3.0.



		Audit_5  NPAC Initiates Partial Audit (some data attributes), Range of TNs, with Discrepancies. – Success

		X

		X

		X

		

		

		X



		Release 2.0 Test Cases



		ILL 75 Test Cases



		Ill 75-1 SOA – Old Service Provider Personnel create an Inter-Service Provider Subscription Version specifying a due date that is prior to the NPA-NXX Effective Date – Error 

(Note:  This error may be caught by either the SOA or NPAC SMS.)

		Test case superseded by NANC 394 functionality implemented in NPAC SMS Release 3.3.



		Ill 75-2 SOA – New Service Provider Personnel create an Inter-Service Provider Subscription Version specifying a due date that is prior to the NPA-NXX Effective Date – Error

(Note:  This error may be caught by either the SOA or NPAC SMS.)

		Test case superseded by NANC 394 functionality implemented in NPAC SMS Release 3.3.



		Ill 75-3 SOA – Old Service Provider Personnel, using a range of TNs, create Inter-Service Provider Subscription Versions specifying a due date that is prior to the NPA-NXX Effective Date – Error (Note:  This error may be caught by either the SOA or NPAC SMS.)

		Test case superseded by NANC 394 functionality implemented in NPAC SMS Release 3.3.



		Ill 75-4 SOA – New Service Provider Personnel, using a range of TNs, create Inter-Service Provider Subscription Versions specifying a due date that is prior to the NPA-NXX Effective Date – Error (Note:  This error may be caught by either the SOA or NPAC SMS.)

		Test case superseded by NANC 394 functionality implemented in NPAC SMS Release 3.3.



		Ill 75-5 SOA – Service Provider Personnel create an Intra-Service Provider Subscription Version specifying a due date that is equal to the NPA-NXX Effective Date – Success

		Test Case procedures incorporated into test case 8.1.2.1.1.18 for Release 1.0



		Ill 75-6 SOA – Service Provider Personnel, using a range of TNs, create Intra-Service Provider Subscription Versions specifying a due date that is equal to the NPA-NXX Effective Date – Success

		Test Case procedures incorporated into test case 8.1.2.1.1.19 for Release 1.0.



		Ill 75-23 SOA – Old Service Provider Personnel modify an Inter-Service Provider Subscription Version specifying a due date that is equal to the NPA-NXX Effective Date – Success

		Test Case procedures incorporated into test case 8.1.2.2.1.34 for Release 1.0



		Ill 75-24 SOA – New Service Provider Personnel modify an Inter-Service Provider Subscription Version specifying a due date that is equal to the NPA-NXX Effective Date – Success

		Test Case procedures incorporated into test case 8.1.2.2.1.1 for Release 1.0



		Ill 75-25 SOA – Old Service Provider Personnel, using a range of TNs, modify Inter-Service Provider Subscription Versions specifying a due date that is equal to the NPA-NXX Live Timestamp – Success

		X

		X

		X

		

		X

		



		Ill 75-26 SOA – New Service Provider Personnel, using a range of TNs, modify Inter-Service Provider Subscription Versions specifying a due date that is equal to the NPA-NXX Live Timestamp – Success

		X

		X

		X

		

		X

		



		Ill 75-27 SOA – Old Service Provider Personnel modify an Inter-Service Provider, Port-to-Original Subscription Version specifying a due date that is prior to the NPA-NXX Effective Date – Error (Note:  This error may be caught by either the SOA or NPAC SMS.)

		Test Case superseded by NANC 394-3 implemented in NPAC Release 3.3.



		Ill 75-28 SOA – New Service Provider Personnel modify an Inter-Service Provider, Port-to-Original Subscription Version specifying a due date that is prior to the NPA-NXX Effective Date – Error (Note:  This error may be caught by either the SOA or NPAC SMS.)

		Test Case superseded by NANC 394-3 implemented in NPAC Release 3.3.



		Ill 75-29 SOA – Old Service Provider Personnel, using a range of TNs, modify Inter-Service Provider, Port-to-Original Subscription Versions specifying a due date that is prior to the NPA-NXX Effective Date – Error 

(Note:  This error may be caught by either the SOA or the NPAC SMS.)

		Test Case superseded by NANC 394-3 implemented in NPAC Release 3.3.



		Ill 75-30 SOA – New Service Provider Personnel, using a range of TNs, modify Inter-Service Provider, Port-to-Original Subscription Versions specifying a due date that is prior to the NPA-NXX Effective Date – Error 

(Note:  This error may be caught by either the SOA or the NPAC SMS.)

		Test Case superseded by NANC 394-3 implemented in NPAC Release 3.3.



		Ill 75-31 SOA – Service Provider Personnel modify an Intra-Service Provider Subscription Version specifying a due date that is prior to the NPA-NXX Effective Date – Error 

(Note:  This error may be caught by either the SOA or the NPAC SMS.)

		Test Case superseded by NANC 394-3 implemented in NPAC Release 3.3.



		Ill 75-32 SOA – Service Provider Personnel, using a range of TNs, modify Intra-Service Provider Subscription Versions specifying a due date that is prior to the NPA-NXX Effective Date – Error (Note:  This error may be caught by either the SOA or NPAC SMS.)

		Test Case superseded by NANC 394-3 implemented in NPAC Release 3.3.



		ILL 79 Test Cases



		ILL 79 – 1 SOA – Service Provider Personnel, using their SOA system, where SOA Network Data Download Association Function is set to ‘ON’, issue a Network Data and Notification Recovery Request by specifying a Time Range – Success

		Test Case procedures incorporated into test case 8.3 for Release 3.0.



		ILL 79 – 2 LSMS – Service Provider Personnel, using their LSMS system, where LSMS Network and Subscription Data Download Association Function is set to ‘ON’, issue a Network Data and Notification Recovery Request by specifying a Time Range – Success

		Test Case procedures incorporated into test case 8.1 for Release 3.0.



		ILL 79 – 3 SOA – Service Provider Personnel, using their SOA system, issue a Notification Recovery Request specifying a Time Range that exceeds the Maximum Download Duration Tunable on the NPAC SMS – Error

		X

		X

		

		

		X

		



		ILL 79 – 4 LSMS – Service Provider Personnel, using their LSMS system, issue a Notification Recovery Request specifying a Time Range that exceeds the Maximum Download Duration Tunable on the NPAC SMS – Error

		Test Case procedures incorporated into test case 8.4 for Release 3.0.



		ILL 79 – 5 SOA – Service Provider Personnel, using their SOA system, where the SOA Network Data Download Indicator Association Function is set to ‘OFF’, issue a Notification Recovery Request by specifying a Time Range – Success

		X

		X

		

		

		X

		



		ILL 79 – 6 SOA – Service Provider Personnel, using their SOA system, where SOA Network Data Download Association Function is set to ‘ON’, issue a Network Data and Notification Recovery Request by specifying a Time Range with a filter on an NPA-NXX that is used – Success

		X

		X

		

		

		X

		



		ILL 79 – 7 LSMS – Service Provider Personnel, using their LSMS system, where LSMS Network and Subscription Data Download Association Function is set to ‘ON’, issue a Network Data and Notification Recovery Request by specifying a Time Range with an NPA-NXX filter in place – Success

		X

		X

		

		

		

		X



		NANC 22 Test Cases



		NANC 22-1 SOA – Service Provider Personnel issue a Subscription Version query that exceeds the maximum subscriber query tunable and verifies that the complexity limitation error is returned  – Error

		Test Case procedures incorporated into NANC 285-1 for Release 3.3.



		NANC 22-2 LSMS – Service Provider Personnel issue a Subscription Version query that exceeds the maximum subscriber query tunable and verifies that the complexity limitation error is returned – Error

		Test Case procedures incorporated into NANC 285-2 for Release 3.3.



		NANC 23 Test Cases



		NANC 23-1 SOA – Service Provider Personnel create an audit using another Service Provider’s ID – Error

		X

		X

		X

		

		X

		



		NANC 48 Test Cases



		NANC 48-1 NPAC OP GUI – NPAC Personnel assign an ‘Associated’ Service Provider ID to a ‘Primary’ Service Provider ID – Success

		X

		X

		

		

		

		



		NANC 48-2  SOA – ‘Associated’ SPID ‘B’ creates an LRN (at least 4 Service Provider’s are configured to operate in this region, 1 ‘Primary’ SPID (‘A’), 2 ‘Associated’ SPIDs (‘B’ and ‘C’) and one other SPID ‘D’ – neither Primary or Associated) SPID ‘B’, and SPID ‘D’ are configured with their SOA Network Data Download Association Function and LSMS Network and Subscription Data Download Association Function set to ‘ON’, SPID ‘A’ and SPID ‘C’ is configured with their SOA Network Data Download Association Function set to ‘OFF’ and their LSMS Network and Subscription Data Download Association Function is set to ‘ON’ - Success

		X

		X

		

		

		X

		X



		NANC 48 – 3 NPAC OP GUI – NPAC Personnel create a Service Provider Profile for a New Service Provider in a region where ‘Primary’ and ‘Associated’ Service Providers exist. (At least 4 Service Provider’s are configured to operate in this region, 1 ‘Primary’ SPID (‘A’), 2 ‘Associated’ SPIDs (‘B’ and ‘C’) and one other SPID ‘D’ (neither Primary or Associated).  SPID ‘B’, and SPID ‘D’ are configured with their SOA Network Data Download Association Function set to ‘ON’ and their LSMS Network and Subscription Data Download Association Function set to ‘ON’.  SPID ‘A’ and SPID ‘C’ are configured with their SOA Network Data Download Association Function set to ‘OFF’.  SPID ‘A’s’ LSMS Network and Subscription Data Download Association Function is set to ‘OFF’.  SPID ‘C’s’ LSMS Network and Subscription Data Download Association Function is set to ‘ON’ – Success

		X

		

		

		

		X

		X



		NANC 48 – 4  NPAC OP GUI – NPAC Personal verify that a Service Provider that is functioning properly as neither a Primary nor Associated SPID can function properly as an Associated SPID, be dis-associated from its Primary SPID and again function properly as neither a Primary nor Associated SPID

		X

		

		

		

		X

		X



		NANC 48-5 SOA – ‘Primary’ Service Provider Personnel, initiate Notification Recovery over their SOA to NPAC Interface to recover messages for both their ‘Primary’ and ‘Associated’ SPIDs- Success

		X

		X

		X

		

		X

		



		NANC 48-6 SOA – ‘Associated’ SPID ‘B’ creates an NPA-NXX (at least 4 Service Provider’s are configured to operate in this region, 1 ‘Primary’ SPID (‘A’), 2 ‘Associated’ SPIDs (‘B’ and ‘C’) and one other SPID ‘D’ – neither Primary or Associated) SPID ‘B’, SPID ‘A’, and SPID ‘D’ are configured with their SOA Network Data Download Association Function and LSMS Network and Subscription Data Download Association Function set to ‘ON’, SPID ‘C’ is configured with their SOA Network Data Download Association Function set to ‘ON’ and their LSMS Network and Subscription Data Download Association Function is set to ‘OFF’ (Some SPs in the region have filters to not accept downloads for this NPA-NXX) – Success

		X

		X

		

		

		X

		



		NANC 48-7 SOA – ‘Associated’ SPID ‘B’ issues an inter-Service Provider Subscription Version Create to the NPAC SMS where the TN is the first to be ported in the NPA-NXX, and they are the New Service Provider and ‘Primary’ SPID ‘A’ is the Old Service Provider – Success 

		X

		X

		X

		

		X

		



		NANC 48-8 SOA – ‘Associated’ SPID ‘B’ issues a Subscription Version Activate for an Inter-Service Provider Port to the NPAC SMS, where they are the New Service Provider and ‘Primary’ SPID ‘A’ is the Old Service Provider – Success

		X

		X

		X

		

		X

		



		NANC 48-9 SOA – ‘Associated’ SPID ‘C’ issues an inter-Service Provider Subscription Version Create to the NPAC SMS for a range of TNs, where they are the New Service Provider and ‘Primary’ SPID ‘A’ is the Old Service Provider (Some SPs in the region have filters to not accept downloads for this NPA-NXX) – Success

		X

		X

		

		

		X

		



		NANC 48-10 SOA – ‘Associated’ SPID ‘B’ issues an Intra-Service Provider Subscription Version Create – Success

		X

		X

		

		

		X

		



		NANC 48-11 SOA – ‘Primary’ SPID ‘A’ issues a Port-To-Original Subscription Version Create to the NPAC SMS for a single TN, where they are the New Service Provider and ‘Associated’ SPID ‘B’ is the Old Service Provider – Success

		X

		X

		X

		

		X

		



		NANC 48-12 SOA – ‘Primary’ SPID ‘A’ issues a Subscription Version Activate for a Port-to-Original Subscription Version to the NPAC for a single TN, where they are the New Service Provider and ‘Associated’ SPID ‘B’ is the Old Service Provider – Success

		X

		X

		X

		

		X

		



		NANC 48-13 SOA – ‘Associated’ Service Provider ‘B’ issues An Immediate Subscription Version Disconnect for an ‘Active’ SV  – Success

		Test case procedures incorporated into test case 2.21 from Release 3.1.



		NANC 48-14 SOA – ‘Associated’ Service Provider ‘B’ issues a Subscription Version Create for a ‘Pooled’ TN, where they are the New Service Provider and SPID ‘A’ is the Old Service Provider – Success

		X

		X

		

		

		X

		



		NANC 48-15 SOA – ‘Associated’ Service Provider ‘B’ issues a Subscription Version Activate for a ‘Pooled’ TN, where they are the New Service Provider and ‘Primary’ SPID ‘A’ is the Old Service Provider – Success

		X

		X

		

		

		X

		



		NANC 48-16 SOA – ‘Associated’ Service Provider ‘B’ issues an Immediate Disconnect for an Active SV where the TN is part of a Pool – Success

		X

		X

		

		

		X

		



		NANC 48-17 SOA – ‘Associated’ Service Provider ‘B’ issues a Port-To-Original Subscription Version Create where they are the New Service Provider and SPID ‘C’ is the Old Service Provider and the TN is part of a ‘Pool’ – Success

		X

		X

		

		

		X

		



		NANC 68 Test Cases



		NANC 68 – 1 NPAC OP GUI – NPAC Personnel submit a Mass Update request specifying a TN range (no Subscription Versions with status of partial failure, sending and disconnect-pending exist within a Service Provider ID and for the TN range specified) – Success

		X

		X

		X

		

		X

		X



		NANC 68 – 3 NPAC OP GUI – NPAC Personnel submit a Mass Update request specifying an LRN and Service Provider ID (some Subscription Versions with status of active, pending, cancel, cancel-pending, and conflict exist for the LRN specified) – Success

		X

		X

		X

		

		X

		X



		NANC 139 Test Cases



		NANC 139 – 1 NPAC OP GUI – NPAC Personnel create a New Service Provider on the NPAC SMS.  The SOA and LSMS (optional) are connected to the NPAC SMS.  The SOA Network Data Download Association Function and LSMS Network Data Download Association Function are set to ‘ON’ and a NPA-NXX filter for the new NPA-NXX is established for this Service Provider. – Success

		Test Case procedures incorporated into NANC 357-3 for Release 3.3.



		NANC 139 – 4 SOA – Service Provider Personnel create an NPA-NXX on the NPAC SMS.  The SOA and LSMS (optional) are connected to the NPAC SMS.  The SOA Network Data Download Association Function and LSMS Network and Subscription Data Download Association Functions are set to ‘ON’, and an NPA-NXX filter for the new NPA-NXX is established for this Service Provider. – Success

		X

		X

		X

		

		X

		X



		NANC 139 – 5 LSMS – Service Provider Personnel create an NPA-NXX on the NPAC SMS.  The SOA and LSMS (optional) are connected to the NPAC SMS.  The SOA and LSMS Network and Subscription Data Download Association Functions are set to ‘ON’. – Success

		X

		X

		X

		

		X

		X



		NANC 139 – 7 SOA – Service Provider Personnel delete an NPA-NXX on the NPAC SMS.  The SOA and LSMS (optional) are connected to the NPAC SMS.  The SOA Network Data Download Association Function and the LSMS Network and Subscription Data Download Association Function are set to ‘ON’. – Success

		X

		X

		

		

		X

		X



		NANC 139 – 8 SOA – Service Provider Personnel delete an NPA-NXX on the NPAC SMS that belongs to another Service Provider.  The SOA and LSMS (optional) are connected to the NPAC SMS.  The SOA Network Data Download Association Function LSMS Network and Subscription Data Download Association Functions are set to ‘ON’. – Error

		X

		X

		

		

		X

		X



		NANC 139 – 9 LSMS – Service Provider Personnel delete an NPA-NXX on the NPAC SMS.  The SOA and LSMS (optional) are connected to the NPAC SMS.  The SOA Network Data Download Association Function and LSMS Network and Subscription Data Download Association Functions are set to ‘ON’. – Success

		X

		X

		

		

		X

		X



		NANC 139 – 11 SOA – Service Provider Personnel create an LRN on the NPAC SMS.  The SOA and LSMS (optional) are connected to the NPAC SMS.  The SOA Network Data Download Association Function is set to ‘ON’ and LSMS Network and Subscription Data Download Association Function are set to ‘OFF’. – Success

		X

		X

		X

		

		X

		X



		NANC 139 – 12 LSMS – Service Provider Personnel create an LRN on the NPAC SMS.  The SOA and LSMS are connected to the NPAC SMS.  The SOA Network Data Download Association Function is set to ‘OFF’ and LSMS Network and Subscription Data Download Association Function are set to ‘ON’. – Success

		X

		X

		X

		

		X

		X



		NANC 139 – 14 SOA – Service Provider Personnel delete an LRN on the NPAC SMS.  The SOA and LSMS (optional) are connected to the NPAC SMS.  The SOA Network Data Download Association Function is set to ‘ON’ and the LSMS Network and Subscription Data Download Association Function are set to ‘OFF’. – Success

		X

		X

		

		

		X

		X



		NANC 139 – 15 SOA – Service Provider Personnel delete an LRN on the NPAC SMS that belongs to another Service Provider.  The SOA and LSMS (optional) are connected to the NPAC SMS.  The SOA Network Data Download Association Function is set to ‘OFF’ and the LSMS Network and Subscription Data Download Association Function are set to ‘ON’. – Error

		X

		X

		

		

		X

		X



		NANC 139 – 16 LSMS – Service Provider Personnel delete an LRN on the NPAC SMS.  The SOA and LSMS are connected to the NPAC SMS.  The SOA Network Data Download Association Function is set to ‘OFF’ and the LSMS Network and Subscription Data Download Association Function are set to ‘ON’. – Success

		X

		X

		

		

		X

		X



		NANC 162 Test Cases



		NANC 162 –1 SOA – Old Service Provider Personnel modify the TN of a Subscription Version – Error

		X

		X

		X

		

		X

		



		NANC 201 Test Cases



		New Service Provider Short Timers/Short Business Type and Old Service Provider Short Timers/Short Business Type



		NANC 201-1 SOA – New Service Provider Personnel create an Inter-Service Provider Subscription Version for a single TN when the New Service Provider ‘Port In Timer’ and ‘SP Business Type’ are set to ‘SHORT’ and the Old Service Provider ‘Port Out Timer’ and ‘SP Business Type’ are set to ‘SHORT’, let the Initial Concurrence and Final Concurrence timers expire prior to Old Service Provider Concurrence – Success

		X

		X

		X

		

		X

		



		NANC 201-2 SOA – New Service Provider Personnel create Inter-Service Provider Subscription Versions for a range of TNs when the New Service Provider ‘Port In Timer’ and ‘SP Business Type’ are set to ‘SHORT’ and the Old Service Provider ‘Port Out Timer’ and ‘SP Business Type’ are set to ‘SHORT’, let the Initial Concurrence and Final Concurrence timers expire prior to Old Service Provider Concurrence – Success

		X

		X

		X

		

		X

		



		New Service Provider Short Timers/Short Business Type and Old Service Provider Long Timers/Long Business Type



		NANC 201-5 SOA – New Service Provider Personnel create an Inter-Service Provider Subscription Version for a single TN when the New Service Provider ‘Port In Timer’ and ‘SP Business Type’ are set to ‘SHORT’ and the Old Service Provider ‘Port Out Timer’ and ‘SP Business Type’ are set to ‘LONG’, let the Initial Concurrence and Final Concurrence timers expire prior to Old Service Provider Concurrence – Success

		X

		X

		X

		

		X

		



		NANC 201-6 SOA – New Service Provider Personnel create Inter-Service Provider Subscription Versions for a range of TNs when the New Service Provider ‘Port In Timer’ and ‘SP Business Type’ are set to ‘SHORT’ and the Old Service Provider ‘Port Out Timer’ and ‘SP Business Type’ are set to ‘LONG’, let the Initial Concurrence and Final Concurrence timers expire prior to Old Service Provider Concurrence – Success

		X

		X

		X

		

		X

		



		New Service Provider Long Timers/Long Business Type and Old Service Provider Long Timers/Long Business Type



		NANC 201-9 SOA – New Service Provider Personnel create an Inter-Service Provider Subscription Version for a single TN when the New Service Provider ‘Port In Timer’ and ‘SP Business Type’ are set to ‘LONG’ and the Old Service Provider ‘Port Out Timer’ and ‘SP Business Type’ are set to ‘LONG’, let the Initial Concurrence and Final Concurrence timers expire prior to Old Service Provider Concurrence – Success

		X

		X

		X

		

		X

		



		NANC 201-10 SOA – New Service Provider Personnel create Inter-Service Provider Subscription Versions for a range of TNs when the New Service Provider ‘Port In Timer’ and ‘SP Business Type’ are set to ‘LONG’ and the Old Service Provider ‘Port Out Timer’ and ‘SP Business Type’ are set to ‘LONG’, let the Initial Concurrence and Final Concurrence timers expire prior to Old Service Provider Concurrence – Success

		Test Case Procedures incorporated into Test Case 2.2 from Release  3.1.



		New Service Provider Short Timers/Short Business Type and Old Service Provider Long Timers/Short Business Type



		NANC 201-13 NPAC OP GUI – NPAC Personnel create an Inter-Service Provider Subscription Version for a single TN when the New Service Provider ‘Port In Timer’ and ‘SP Business Type’ are set to ‘SHORT’ and the Old Service Provider ‘Port Out Timer’ is set to ‘LONG’ and the ‘SP Business Type’ is set to ‘SHORT’, let the Initial Concurrence and Final Concurrence timers expire prior to Old Service Provider Concurrence – Success

		X

		X

		X

		

		X

		



		Timer Type and Business Type are ‘SHORT’

		

		

		

		

		

		



		NANC 201-17 NPAC OP GUI – NPAC Personnel issue a Cancellation for a Pending Subscription Version (for which both Service Providers have initially concurred to) on behalf of the Old Service Provider, when the Timer Type and Business Type are set to ‘SHORT’, allow the Cancellation-Initial Concurrence and Cancellation-Final Concurrence Timer expire – Success

		X

		X

		X

		

		X

		



		NANC 201-18 SOA – Old Service Provider Personnel place a Subscription Version into Conflict, five minutes prior to the Subscription Version Due date, the Timer Type and Business Type are set to ‘SHORT’ – Success

		X 

		X

		

		

		X

		



		Timer Type and Business Type are ‘LONG’

		

		

		

		

		

		



		NANC 201-21 SOA – Old Service Provider Personnel place a Subscription Version into Conflict when the Timer Type and Business Type are set to ‘LONG’ (neither the Initial or Final Concurrence Timers have expired and it’s prior to the Conflict Restriction Window expiration) – Success

		X 

		X

		

		

		X

		



		NANC 201-23 SOA – Old Service Provider Personnel place a Subscription Version into Conflict when the Timer Type and Business Type are set to ‘LONG’ (the Old Service Provider initially concurred to this port and is now placing it into conflict – the Conflict Restriction Window has not expired) – Error

		X

		X

		

		

		X

		



		NANC 201-25 SOA – New Service Provider Personnel remove a Subscription Version from Conflict when the Timer Type and Business Type are set to ‘LONG’ (after the Conflict Resolution New Service Provider Restriction Tunable has expired) – Success

		X

		X

		X

		

		X

		



		Timer Type is set to ‘LONG’ and Business Type is set to ‘SHORT’



		NANC 201-30 NPAC OP GUI – NPAC Personnel, acting on behalf of the Old Service Provider, issue a Cancellation for a Pending Subscription Version that the New Service Provider has concurred to, when the Timer Type is set to ‘LONG’ and Business Type is set to ‘SHORT’, allow the Cancellation-Initial Concurrence and Cancellation-Final Concurrence Timer expire prior to acknowledging the cancel request – Success

		X



		X

		X

		

		X

		



		NANC 201-31 SOA – Old Service Provider Personnel place a Subscription Version into Conflict when the Timer Type is set to ‘SHORT’ and Business Type is set to ‘SHORT’  (neither the Initial or Final Concurrence Timers have expired) – Success

		X

		X

		

		

		X

		



		NANC 201-33 SOA – Old Service Provider Personnel place a Subscription Version into Conflict when the Timer Type is set to ‘LONG’ and Business Type is set to ‘SHORT’ (the Old Service Provider initially concurred to this port and is now placing it into conflict – the Conflict Restriction Window has been reached) – Error

		X

		X

		

		

		X

		



		NANC 201-35 SOA – New Service Provider Personnel remove a Subscription Version from Conflict when the Timer Type is set to ‘LONG’ and Business Type is set to ‘SHORT’ (after the Conflict Resolution New Service Provider Restriction Tunable has expired) – Success

		X

		X

		X

		

		X

		



		Query Test Cases:



		NANC 201-39 SOA– Service Provider Personnel perform a Subscription Version query, specifying Timer Type and Business Type – (when the ‘SOA Supports Timer Type and SOA Supports Business Type’ are set to ‘FALSE’ for this Service Provider). – Success

		Test Case procedures incorporated into test case 8.1.2.7.1.1 for Release 1.0



		NANC 201-41 LSMS – Service Provider Personnel perform a Subscription Version query, specifying Timer Type and Business Type – (when the ‘LSMS Supports Timer Type and LSMS Supports Business Type’ are set to ‘FALSE’ for this Service Provider). – Success

		Test Case procedures incorporated into test case 8.1.2.7.2.1 for Release 1.0



		NANC 201-42 SOA/LSMS– Service Provider Personnel perform a Subscription Version query, specifying Timer Type and Business Type – (when the ‘SOA Supports Timer Type and SOA/LSMS Supports Business Type’ are set to ‘TRUE’ for this Service Provider). – Success

		Test Case procedures incorporated into test case 8.1.2.7.1.1 for Release 1.0



		NANC 201-44 LSMS – Service Provider Personnel perform a Subscription Version query, specifying Timer Type and Business Type – (when the ‘LSMS Supports Timer Type and LSMS Supports Business Type’ are set to ‘TRUE’ for this Service Provider). – Success

		Test Case procedures incorporated into test case 8.1.2.7.2.1 for Release 1.0



		NANC 203 Test Cases



		Create – Error



		NANC 203 – 2 SOA – Service Provider Personnel, create an Intra-Service Provider Subscription Version, specifying WSMSC DPC and SSN information – the Service Provider’s SOA DOES NOT Support WSMSC DPC and SSN Data. – Error

		X 

		X

		X

		

		X

		



		Modify Pending



		NANC 203 – 3 SOA – New Service Provider Personnel, attempt to modify WSMSC DPC and/or SSN information for a pending Subscription Version – the Service Provider’s SOA Supports WSMSC DPC and SSN Data. – Success

		Test Case procedures incorporated into test case 8.1.2.2.1.2 for Release 1.0



		NANC 203 – 4 SOA – New Service Provider Personnel, attempt to modify WSMSC DPC and/or SSN information for a pending Subscription Version – the Service Provider’s SOA DOES NOT Support WSMSC DPC and SSN Data. – Error 

		X

		X

		X

		

		X

		



		Modify Active



		NANC 203 – 7 SOA – Service Provider Personnel, attempt to modify an Active Subscription Version without including the WSMSC DPC and SSN Data – the Service Provider’s SOA DOES NOT Support WSMSC DPC and SSN Data. – Success 

		X

		X

		X

		

		X

		



		NANC 203 – 8 SOA – Service Provider Personnel, attempt to modify the LRN for an Active Subscription Version without including the WSMSC DPC and SSN Data – the Service Provider’s SOA Supports WSMSC DPC and SSN Data. – Error 

		X



		X

		X

		

		X

		



		Query



		NANC 203 – 11 SOA– Service Provider Personnel, submit a Subscription Version Query, specifying WSMSC DPC and SSN Data to the NPAC SMS – the Service Provider’s SOA Supports WSMSC DPC and SSN Data. – Success 

		Test Case procedures incorporated into test case 8.1.2.7.1.1 for Release 1.0



		NANC 203 – 12 SOA – Service Provider Personnel, submit a Subscription Version Query, specifying WSMSC DPC and SSN Data to the NPAC SMS – the Service Provider’s SOA DOES NOT Support WSMSC DPC and SSN Data. – Success

		Test Case procedures incorporated into test case 8.1.2.7.1.1 for Release 1.0



		NANC 203 – 14 LSMS – Service Provider Personnel, submit a Subscription Version Query, specifying WSMSC DPC and SSN Data to the NPAC SMS – the Service Provider’s LSMS DOES NOT Support WSMSC DPC and SSN Data. – Success 

		Test Case procedures incorporated into test case 8.1.2.7.2.1 for Release 1.0



		NANC 203 – 15 SOA – New Service Provider Personnel, create an Inter-Service Provider Subscription Version for a single TN when the SOA WSMSC DPC SSN Data Indicator is set to ‘TRUE’ for both Service Providers and this is the first port for the NPA-NXX of this TN. – Success

		Test Case procedures incorporated into test case 8.1.2.1.1.1 for Release 1.0



		NANC 203 – 16 SOA – New Service Provider Personnel, create Inter-Service Provider Subscription Versions for a range of TNs when the SOA WSMSC DPC SSN Data Indicator is set to ‘TRUE’ for both Service Providers. – Success

		Test Case procedures incorporated into test cases NANC 201-2, NANC 201-6, and NANC 201-10 for Release 2.0



		NANC 203 – 19 SOA – Service Provider Personnel, create an Intra-Service Provider Subscription Version for a single TN when the SOA WSMSC DPC SSN Data Indicator is set to ‘TRUE’ for both Service Providers. – Success

		Test Case procedures incorporated into test case 8.1.2.1.1.16 for Release 1.0 



		NANC 203 – 20 SOA – Service Provider Personnel, create Intra-Service Provider Subscription Versions for a range of TNs when the SOA WSMSC DPC SSN Data Indicator is set to ‘TRUE’ for both Service Providers. – Success

		Test Case procedures incorporated into test case 8.1.2.1.1.17 for Release 1.0



		Activate



		NANC 203 – 23 SOA – New Service Provider Personnel, activate a ‘pending’ Subscription Version that contains WSMSC DPC and SSN Data.  At least 1 LSMS is connected to the NPAC and Supports WSMSC DPC and SSN Data. – Success

		Test Case procedures incorporated into test case 8.1.2.4.1.1 for Release 1.0



		NANC 203 – 24 SOA – New Service Provider Personnel, activate a ‘pending’ Subscription Versions for a range of TNs that contain WSMSC DPC and SSN Data.  At least 1 LSMS is connected to the NPAC and DOES NOT Support WSMSC DPC and SSN Data. – Success

		Test Case procedures incorporated into test case 8.1.2.4.1.4 for Release 1.0



		Audit



		NANC 203 – 27 SOA – Service Provider Personnel Initiate Full Audit (all data attributes), Range TN, No Discrepancies – the Service Provider’s LSMS supports WSMSC DPC and SSN Data. – Success

		Test Case procedures incorporated in Audit_2 from Release 1.0



		NANC 203 – 28 SOA – Service Provider Personnel Initiate Partial Audit (some data attributes, including WSMSC data), Range of TNs, With Discrepancies – the Service Provider’s LSMS Supports WSMSC DPC and SSN Data. – Success

		Test Case procedures incorporated in Audit_3 from Release 1.0



		NANC 203 – 29 SOA –Service Provider Personnel Initiate Partial Audit (some data attributes, including WSMSC data), Single TN, With Discrepancies – the Service Provider’s LSMS supports WSMSC DPC and SSN Data. – Success

		X

		X

		X

		

		X

		



		Data Download Bulk 



		NANC 203 – 30 NPAC OP GUI – NPAC Personnel Initiate a Bulk Data Download of Subscription Data – The Service Provider’s LSMS DOES NOT Support WSMSC DPC and SSN Data. – Success

		X

		X

		X

		

		

		X



		Mass Update



		NANC 203 – 32 NPAC OP GUI  - NPAC Personnel submit a Mass Update request specifying WSMSC DPC Values for a specific Service Provider in a single region. – Success

		X

		X

		

		

		X

		X



		NANC 214 Test Cases



		NANC214 -1 SOA – Old Service Provider personnel successfully put a pending Subscription Version into conflict using an Old Service Provider create after the Conflict Restriction Window Tunable Time has been reached but before the Final Concurrence Timer (T2) has expired. – Success

		X

		X

		X

		X

		X

		



		NANC214 - 2 SOA – Old Service Provider personnel successfully put a range of pending Subscription Versions into conflict using an Old Service Provider create after the Conflict Restriction Window Tunable Time has been reached but before the Final Concurrence Timer has expired. – Success

		X

		X

		

		

		X

		



		NANC214 - 3 SOA – Old Service Provider personnel attempt to put a ‘pending’ Subscription Version into conflict using the subscriptionVersionModify action.  This action is issued after they have concurred to the port and after the Conflict Restriction Window Tunable Time has been reached. – Error

		X

		X

		

		

		X

		



		NANC214 - 4 SOA – Old Service Provider personnel attempt to put a range of ‘pending’ Subscription Versions into conflict using the subscriptionVersionModify action after the Conflict Restriction Window Tunable Time has been reached. – Error

		X

		X

		X

		X

		X

		



		NANC214-5 SOA – Old Service Provider personnel attempt to put a ‘pending’ Subscription Version into conflict using the Subscription Version M-SET.  This action is issued after they have concurred to the port and after the Conflict Restriction Window Tunable Time. – Error

		X

		X

		

		

		X

		



		[bookmark: last_soa][bookmark: last_lsms][bookmark: last_new_new][bookmark: last_exp_new][bookmark: last_new_exp][bookmark: last_exp_exp]NANC214-6 SOA – Old Service Provider personnel attempt to put a range of ‘pending’ Subscription Versions into conflict using an M-SET after the Conflict Restriction Window Tunable Time has been reached. – Error

		X

		X

		

		

		  X 

		



		Release 3.0 Test Cases



		2. Network Data



		2.1 SOA - Service Provider Personnel attempt to delete an NPA-NXX that is part of NPA-NXX-X Information (Block Data does not exist). - Error

		X

		X

		X

		

		X

		



		2.3 LSMS – Service Provider Personnel attempt to delete an NPA-NXX that is part of NPA-NXX-X Information (Block exists with status of ‘failed’ and a Failed SP List). - Error

		X

		X

		X

		

		

		EDR/ non-EDR



		2.4 SOA - Service Provider Personnel attempt to delete a LRN that is associated with a Block with a status of ‘old’ and a Failed SP List. – Error

		X

		X

		

		

		X

		



		2.6 LSMS - Service Provider Personnel attempt to delete a LRN that is associated with a Block that has a status of  ‘partial fail’ and a Failed SP List. - Error

		X

		X

		

		

		

		EDR/ non-EDR



		3. NPA-NXX-X Information



		3.1 Create NPA-NXX-X Information



		3.1.1  NPAC OP GUI - NPAC Personnel create NPA-NXX-X Information, where the Block Holder SPID is the same as the Code Holder SPID and the NPAC SMS schedules the Number Pool Block create, and the NPAC SMS activates upon scheduled date and time.- Success

		X

		X

		X

		X

		X

		EDR/ non-EDR



		3.1.3 NPAC OP GUI - NPAC Personnel create NPA-NXX-X Information where the NPA-NXX has not had any previous ports and where the Block Holder SPID is the associated SPID and the Code Holder SPID is the primary SPID. The following Service Provider configurations are in place:

1 with LSMS NPA-NXX-X Indicator set to TRUE and SOA NPA-NXX-X Indicator set to FALSE with a filter set to receive the download.

1 with LSMS NPA-NXX-X Indicator set to FALSE and SOA NPA-NXX-X Indicator set to TRUE with a filter set to receive the download.

1 with LSMS NPA-NXX-X Indicator set to TRUE and SOA NPA-NXX-X Indicator set to FALSE with a filter set to NOT receive the download.

1 with LSMS NPA-NXX-X Indicator set to FALSE and SOA NPA-NXX-X Indicator set to TRUE with a filter set to NOT receive the download).

– Success

		X

		X

		

		

		X

		EDR/ non-EDR



		3.2 Modify NPA-NXX-X Information



		3.2.1 NPAC OP GUI - NPAC Personnel modify the Effective Date of the NPA-NXX-X Information - Success

		X

		X

		X

		X

		X

		EDR/ non-EDR



		3.3 Delete NPA-NXX-X Information



		[bookmark: OLE_LINK36]3.3.1 NPAC OP GUI - NPAC Personnel delete NPA-NXX-X Information when subordinate information (Number Pool Block and Subscription Versions) exist, post Effective Date- Success

		X

		X

		X

		X

		X

		EDR/ non-EDR



		[bookmark: OLE_LINK9]3.3.5 NPAC OP GUI - NPAC Personnel delete NPA-NXX-X Information to simulated LSMSs – all systems completely fail the request) – Success

		X

		X

		

		

		X

		



		3.3.6 NPAC OP GUI - NPAC Personnel re-send a failed NPA-NXX-X de-pool request (multiple SPIDs on the Failed-SP-List, - resend to only  1 SPID in the Failed-SP-List, the resend is successful to this one system) - Success

		X

		X

		

		

		X

		EDR/ non-EDR



		[bookmark: OLE_LINK68]3.3.7NPAC OP GUI - NPAC Personnel re-send a partially-failed NPA-NXX-X de-pool request (1 Service Provider is in the Failed-SP-List - resend to the only Service Provider  in the Failed-SP-List, the resend is successful to this one system) – Success

		X

		X

		

		

		X

		



		3.3.8 NPAC OP GUI – NPAC Personnel delete an NPA-NXX-X value that has a respective Number Pool Block Create Event scheduled – Success

		X

		X

		

		

		X

		EDR/ non-EDR



		3.4 Query NPA-NXX-X Information



		3.4.1 SOA - Service Provider Personnel send a Query NPA-NXX-X Information request over the Interface by specifying an NPA-NXX-X-ID - Success

		X

		X

		X

		

		X

		



		3.4.3 LSMS - Service Provider Personnel send a Query NPA-NXX-X Information request over the Interface by specifying an NPA-NXX-X-ID - Success

		X

		X

		X

		

		

		EDR/ non-EDR



		3.4.4 SOA  - Service Provider Personnel send a Query NPA-NXX-X Information request over the Interface, specifying an attribute that will return many objects – Success

		X

		X

		X

		X

		X

		



		3.4.6 LSMS - Service Provider Personnel send a Query NPA-NXX-X Information request over the Interface, specifying an attribute that will return many objects – Success

		X

		X

		X

		X

		

		EDR/ non-EDR



		3.4.7 SOA - Service Provider Personnel send a Query NPA-NXX-X Information request over the Interface when the SOA NPA-NXX-X Indicator is set to ‘Off’ - Success

		X

		X

		

		

		X

		



		3.4.8 LSMS - Service Provider Personnel send a Query NPA-NXX-X Information request over the Interface when the LSMS NPA-NXX-X Indicator is set to ‘Off’ - Success

		X

		X

		

		

		

		EDR/ non-EDR



		3.4.9 SOA - Service Provider Personnel send a Query NPA-NXX-X Information request over the Interface when a filter for the respective NPA-NXX is set for this Service Provider at the NPAC - Success

		X

		X

		

		

		X

		



		3.4.10 LSMS - Service Provider Personnel send a Query NPA-NXX-X Information request over the Interface when the filter for the respective NPA-NXX is set for this Service Provider at the NPAC - Success

		X

		X

		

		

		

		EDR/ non-EDR



		4. Block Information



		4.1 Create Block Information



		4.1.1 SOA - Service Provider Personnel create a non-contaminated Number Pool Block – Success.

		X

		X

		X

		X

		X

		EDR/ non-EDR



		4.1.2 NPAC OP GUI - NPAC Personnel schedule a Number Pool Block Create for a contaminated Block to be run at a future date, and the NPAC SMS activates upon scheduled date and time – Success

		X

		X

		X

		

		

		EDR/ non-EDR



		4.1.3 SOA - Service Provider Personnel create a Number Pool Block that already exists. - Error

		X

		X

		X

		

		X

		



		4.1.4 SOA – Service Provider Personnel create a Number Pool Block prior to the NPA-NXX-X Effective Date – Error

		X

		X

		X

		

		X

		



		4.1.5 SOA - Service Provider Personnel attempt to create a Number Pool Block when ‘pending-like, no-active’ Subscription Versions exist – Error

		X

		X

		

		

		X

		



		4.1.6 NPAC OP GUI - NPAC Personnel re-schedule a Number Pool Block Create Event to run immediately.  The initial Number Pool Block Create Request that was initiated by the NPA-NXX-X Holder SOA has failed due to ‘pending-like, no active’ Subscription Versions. – Success

		X

		X

		

		

		X

		



		4.1.8 SOA - Service Provider Personnel create a Number Pool Block - that results in a Full Failure – Success

		X

		X

		

		

		X

		



		4.1.9 NPAC OP GUI - NPAC Personnel re-send a full failure Number Pool Block create to 1 LSMS (1 EDR ) resulting in success (2 non-EDR systems are still on the Failed SP List) – Success

		X

		X

		

		

		X

		EDR/ non-EDR



		4.1.10 NPAC OP GUI - NPAC Personnel perform a resend of a previously ‘partial failure’ Number Pool Block to all Service Providers in the Failed SP List (2 non-EDR) – Success

		Test Case procedures incorporated into 4.1.9.



		4.1.11 SOA – Service Provider Personnel create a Number Pool Block (to at least 4 LSMSs - 2 non-EDR and 2 EDR) that results in a Partial Failure – Success 

		X

		X

		

		

		X

		



		4.1.13 SOA – Service Provider Personnel create a Number Pool Block (to at least 4 LSMSs - 2 non-EDR and 2 EDR) that results in a Partial Failure (1 non-EDR system fails one TN and 1 EDR system fails) – Success

		X

		X

		

		

		X

		



		4.1.14 SOA – Service Provider Personnel create a Number Pool Block (to at least 4 LSMSs - 2 non-EDR and 2 EDR) that results in a Partial Failure (1 non-EDR system fails one TN and 2 EDR systems fails) – Success

		X

		X

		

		

		X

		



		4.2 Modify Block Information



		4.2.1 SOA- Service Provider Personnel modify an active Number Pool Block with the SOA Origination Indicator set to FALSE (and contains Subscription Versions with LNP Types of ‘POOL’, ‘LISP’ and ‘LSPP’). -- Success

		X

		X

		X

		X

		X

		EDR/ non-EDR



		4.2.2 SOA – Service Provider Personnel modify the LRN for an active Number Pool Block and broadcast to LSMSs resulting in Full Failure – Success

		X

		X

		

		

		X

		



		4.2.3 SOA - Service Provider Personnel modify the routing data for an active Number Pool Block and broadcast to multiple simulated LSMSs resulting in Partial Failure - Success

		X

		X

		

		

		X

		



		4.2.4 NPAC OP GUI - NPAC Personnel re-send a failed Number Pool Block Modify Request for both EDR and non-EDR LSMSs – Success

		X

		X

		

		

		

		EDR/ non-EDR



		4.2.5 SOA – Service Provider Personnel modify an active Number Pool Block with the SOA Origination Indicator set to TRUE, using an LRN that does not exist on the NPAC SMS for that Service Provider. – Error

		X

		X

		

		

		X

		



		4.2.6 SOA – Service Provider Personnel attempt to modify a Number Pool Block for a Number Pool Block that has a status of ‘active’ with a Failed SP List. – Error

		X

		X

		X

		

		X

		



		4.2.7 NPAC OP GUI – NPAC Personnel modify the SOA Origination Indicator for a Number Pool Block – Success

		X

		X

		X

		

		X

		



		4.2.9 SOA - Service Provider Personnel modify the routing data for an active Number Pool Block and broadcast LSMSs resulting in Partial Failure – Success

		X

		X

		

		

		X

		



		4.2.10 SOA - Service Provider Personnel modify the routing data for an active Number Pool Block and broadcast to LSMSs  resulting in a Partial Failure – Success

		X

		X

		

		

		X

		



		4.2.11 SOA - Service Provider Personnel modify the routing data for an active Number Pool Block and broadcast to at least 4 LSMSs (2 EDR and 2 non-EDR systems) resulting in a Partial Failure (1 non-EDR systems fails one TN, and 2 EDR systems fail) – Success

		Test Case procedures incorporated into 4.2.9.



		4.3 Delete Block Information



		4.3.2 SOA – Service Provider Personnel attempt to delete a Number Pool Block over the SOA to NPAC SMS interface – Error

		X

		X

		X

		

		X

		



		4.4 Query Block Information



		4.4.1 SOA – Service Provider Personnel submit a Query Number Pool Block Request to the NPAC SMS using an NPA-NXX-X value as filter criteria. – Success

		X

		X

		X

		X

		X

		



		4.4.2 LSMS – Service Provider Personnel submit a Number Pool Block query request over the LSMS to NPAC SMS Interface using a Number Pool Block ID as filter criteria – Success

		X

		X

		X

		X

		

		EDR/ non-EDR



		5. Mass Update



		5.1 NPAC OP GUI - NPAC Personnel submit a Mass Update request to update the LRN, specifying no restriction on LNP Type, and a TN range of 10,000 numbers that contains: 

one complete Number Pool Block owned by the requesting Service Provider with Subscription Versions of LNP Type ‘POOL’, as well as ‘LISP’ and ‘LSPP’ Subscription Versions  for another Service Provider

one complete Number Pool Block owned by the requesting Service Provider with Subscription Versions of LNP Type ‘POOL’ only.

one complete Number Pool Block which is not owned by the requesting Service Provider with Subscription Versions of LNP Type ‘POOL’, as well as ‘LISP’ and ‘LSPP’  Subscription Versions for the requesting Service Provider

Subscription Versions owned by both the requesting Service Provider and another Service Provider that are in neither Number Pool Block. 

– Success 

		X

		X

		

		

		X

		EDR/ non-EDR



		5.2 NPAC OP GUI - NPAC Personnel submit a Mass Update request to update the CNAM DPC and SSN values, specifying no restriction on LNP Type, and a TN range that encompasses one complete block, using the Old NPA-NXX that is part of an NPA Split currently in Permissive Dialing Period (PDP). – Error

		X

		X

		

		

		X

		EDR/ non-EDR



		5.5 NPAC OP GUI – NPAC Personnel submit a Mass Update request to update the CLASS DPC and SSN values, specifying no restriction on LNP Type, and a TN range that completely includes a Number Pool Block as well as Subscription Versions outside of the 1K Block, that are owned by the requesting Service Provider. – Success

		X

		X

		

		

		X

		EDR/ non-EDR



		5.6 NPAC OP GUI – NPAC Personnel submit a Mass Update request to update the ISVM DPC and SSN values, specifying an LNP Type of ‘POOL’, and a TN range that completely includes a Number Pool Block, resulting in at least one LSMS failing the request. – Success– Success

		X

		X

		

		

		X

		EDR/ non-EDR



		5.7 NPAC OP GUI – NPAC Personnel submit a Mass Update request to update the LIDB DPC and SSN values, specifying an LNP Type of ‘POOL’, and a TN range that completely includes a Number Pool Block that is owned by the requesting Service Provider as well as intersects a subset of another Number Pool Block that is not owned by the requesting Service Provider.  – Success

		X

		X

		

		

		X

		EDR/ non-EDR



		6. Subscription Version Management



		6.1 Query Subscription Versions



		6.1.1 SOA – Service Provider Personnel query the NPAC for multiple Subscription Versions with LNP Type set to ‘POOL’ – Success

		Test Case procedures incorporated into test case 8.1.2.7.1.1 for Release 1.0.



		6.1.2 LSMS – Service Provider Personnel query the NPAC for a single Subscription Version with LNP Type set to ‘POOL’ – Success

		Test Case procedures incorporated into test case 8.1.2.7.2.1 for Release 1.0.



		6.2 Subscription Version Create Test Cases



		6.2.2 NPAC OP GUI - NPAC Personnel create an Intra-Service Provider Subscription Version where a previously ‘active’ Subscription Version does not exist, after the NPA-NXX-X Creation and prior to the NPA-NXX-X Effective Date – Success

		X

		X

		

		

		X

		



		6.2.3 SOA - Service Provider Personnel submit an Intra-Service Provider Subscription Version create request where a previously ‘active’ Subscription Version does not exist, after the NPA-NXX-X Creation and prior to the NPA-NXX-X Effective Date – Error

		X

		X

		X

		

		X

		



		6.2.4 SOA - Service Provider Personnel submit an Inter-Service Provider, Port-to-Original Create request for the Code Holder after the NPA-NXX-X Creation and prior to NPA-NXX-X Effective Date – Error

		X

		X

		

		

		X

		



		6.2.5 NPAC OP GUI - NPAC Personnel create a range of Intra-Service Provider Subscription Versions both within and outside of the 1K Block, where previously ‘active’ SVs do not exist for the Code Holder after the NPA-NXX-X Creation and prior to the NPA-NXX-X Effective Date – Success

		X

		X

		X

		

		X

		



		6.2.7 SOA - Service Provider Personnel submit an Inter-Service Provider, Port-to-Original Create request for the Code Holder after the NPA-NXX-X Effective Date and prior to the Block existence – Error

		X

		X

		

		

		X

		



		6.2.8 SOA - Service Provider Personnel submit an Intra-Service Provider Create request after NPA-NXX-X Effective Date and Block Activation – Success

		X

		X

		X

		X

		X

		



		6.2.9 SOA - Service Provider Personnel submit an Inter-Service Provider, Port-to-Original Create request for the Code Holder after the Block existence – Error

		X

		X

		X

		

		X

		



		6.2.10 SOA - Service Provider Personnel submit an Activate request for a ‘pending’ Intra-Service Provider Subscription Version by the Code Holder, prior to the NPA-NXX-X Effective Date – Success

		X

		X

		

		

		X

		EDR/non-EDR



		6.2.11 SOA - Service Provider Personnel submit an Inter-Service Provider, Port-to-Original Activate request, after the Block existence – Success

		X

		X

		

		

		X

		EDR/non-EDR



		6.2.12 SOA - Service Provider Personnel submit an Activate request for a ‘pending’, Inter-Service Provider, Port-to-Original Subscription Version, one or more of the LSMSs that are accepting downloads for that NPA-NXX do not respond resulting in a partial failure – Success

		Test Case procedures incorporated into test case 8.1.2.4.1.21 from Release 1.0.



		6.2.13 NPAC OP GUI - NPAC Personnel submit a resend for a ‘failed’ Port-to-Original Activate request and all LSMSs process the re-send – Success

		X

		X

		

		

		

		EDR/non-EDR



		6.2.15 NPAC OP GUI - NPAC Personnel create an Inter-Service Provider Subscription Version for the New Service Provider, where the currently active SV exists for another Service Provider, after the NPA-NXX-X Creation and prior to the NPA-NXX-X Effective Date – Success

		X

		X

		

		

		

		EDR/non-EDR



		6.2.16 SOA – Service Provider Personnel submit an Activate request for a ‘pending’, Inter-Service Provider, Port-to-Original Subscription Version, none of the LSMSs that are accepting downloads for that NPA-NXX respond resulting in a failure – Success

		X

		X

		

		

		X

		EDR/non-EDR



		6.3 Subscription Version Modify Test Cases



		6.3.1 SOA - Service Provider Personnel submit a request to modify a Subscription Version with LNP Type set to ‘POOL’ – Error

		X

		X

		X

		

		X

		



		6.4 Subscription Version Delete Test Cases



		6.4.1 SOA – Service Provider Personnel attempt to delete (submit a disconnect request) a Subscription Version with LNP Type set to ‘POOL’ – Error

		X

		X

		X

		

		X

		



		6.5 Subscription Version Disconnect Test Cases



		6.5.1 SOA - Service Provider Personnel submit a Subscription Version Immediate Disconnect request for a TN that is part of a 1K Block, where the Subscription Version LNP Type is set to ‘LISP’, after the Block existence – Success

		X

		X

		

		

		X

		EDR/ non-EDR



		6.5.2 SOA - Service Provider Personnel submit a Subscription Version Deferred Disconnect request for a TN that is part of a 1K Block, where the Subscription Version LNP Type is set to ‘LSPP’, after the Block existence, and the NPAC SMS disconnects upon scheduled date and time – Success

		X

		X

		

		

		X

		



		6.5.3 SOA - Service Provider Personnel submit a Subscription Version Deferred Disconnect request for a TN that is part of a 1K Block, one or more of the LSMSs that are accepting downloads for that NPA-NXX do not respond resulting in a partial failure – Success

		X

		X

		

		

		X

		



		6.5.4 NPAC OP GUI - NPAC Personnel resend a ‘failed’ disconnect request – Success

		X

		X

		X

		X

		

		EDR/ non-EDR



		6.5.5 NPAC OP GUI - NPAC Personnel resend a ‘partial failure’ disconnect request and all LSMSs respond – Success

		X

		X

		

		

		

		EDR/ non-EDR



		6.5.6 SOA - Service Provider Personnel submit a Subscription Version Immediate Disconnect request for a TN that is part of a 1K Block, after the Block Activation Date, none of the LSMSs that are accepting downloads for that NPA-NXX respond resulting in a failure – Success

		X

		X

		

		

		X

		



		7. NPA Split



		7.1 NPAC OP GUI - NPAC Personnel schedule a future-dated NPA Split specifying the Old NPA-NXX as one that is part of an ‘active’ Number Pool Block – Success

		Test case procedures incorporated into test case 8.5.1 from Release 1.0.



		7.3 NPAC OP GUI – NPAC Personnel remove an NPA-NXX from an NPA Split prior to the Permissive Dial Period (PDP) Start Date – Success

		NPAC Only functionality.



		7.4 NPAC OP GUI - NPAC Personnel remove an NPA-NXX from an NPA Split during the Permissive Dial Period (PDP), which has a respective ‘active’ Number Pool Block – Success

		NPAC Only functionality.



		7.5 NPAC OP GUI - NPAC Personnel create an NPA-NXX-X specifying the Old NPA-NXX that is scheduled for an NPA Split, prior to the Permissive Dial Period (PDP) Start Date resulting in an auto-generated NPA-NXX-X with the Effective Date set to PDP Start Date – Success

		Test case procedures incorporated into test case 8.5.1 from Release 1.0.



		7.6 NPAC OP GUI - NPAC Personnel create an NPA-NXX-X specifying the Old NPA-NXX that is scheduled for an NPA Split, prior to the Permissive Dial Period (PDP) Start Date resulting in an auto-generated NPA-NXX-X with the Effective Date set to the Old NPA-NXX-X Effective Date – Success

		Test case procedures incorporated into test case 8.5.1 from Release 1.0.



		7.8 NPAC OP GUI – NPAC Personnel create an NPA-NXX-X specifying the Old NPA-NXX that is involved in an NPA Split, during Permissive Dial Period (PDP) – Success

		Test case procedures incorporated into test case 8.5.1 from Release 1.0.



		7.9 NPAC OP GUI - NPAC Personnel create an NPA-NXX-X specifying the New NPA-NXX, that is involved in an NPA Split, during Permissive Dial Period (PDP) – Success

		Test case procedures incorporated into test case 8.5.1 from Release 1.0.



		7.10 NPAC OP GUI – NPAC Personnel modify an NPA-NXX-X specifying the Old NPA-NXX, that is scheduled for an NPA Split, prior to Permissive Dial Period (PDP) Start Date – Success

		Test case procedures incorporated into test case 8.5.1 from Release 1.0.



		7.12 NPAC OP GUI – NPAC Personnel modify an NPA-NXX-X specifying the Old NPA-NXX, that is involved in an NPA Split, during Permissive Dial Period (PDP) – Success

		Test case procedures incorporated into test case 8.5.1 from Release 31.0.



		7.13 NPAC OP GUI – NPAC Personnel modify an NPA-NXX-X specifying the New NPA-NXX, that is involved in an NPA Split, during Permissive Dial Period (PDP) – Success

		Test case procedures incorporated into test case 8.5.1 from Release 1.0.



		7.14 NPAC OP GUI - NPAC Personnel create a Number Pool Block using the Old NPA-NXX-X that is part of an NPA Split, during Permissive Dial Period (PDP) – Success

		Test case procedures incorporated into test case 8.5.1 from Release 31.0.



		7.15 SOA – Service Provider Personnel create a Number Pool Block using the Old NPA-NXX-X that is part of an NPA Split, during Permissive Dial Period (PDP) – Success

		Test case procedures incorporated into test case 8.5.1 from Release 1.0.



		7.17 NPAC OP GUI -NPAC Personnel create a Number Pool Block using the New NPA-NXX-X involved in an NPA Split, during Permissive Dial Period (PDP) – Success

		Test case procedures incorporated into test case 8.5.1 from Release 1.0.



		7.18 SOA – Service Provider Personnel create a Number Pool Block using the New NPA-NXX-X involved in an NPA Split, during Permissive Dial Period (PDP) - Success

		Test case procedures incorporated into test case 8.5.1 from Release 1.0.



		7.20 NPAC OP GUI - NPAC Personnel modify a Number Pool Block using the Old NPA-NXX-X that is part of an NPA Split, during Permissive Dial Period (PDP) – Success

		Test case procedures incorporated into test case 8.5.1 from Release 1.0.



		7.21 SOA – Service Provider Personnel modify a Number Pool Block using the Old NPA-NXX-X that is part of an NPA Split, during Permissive Dial Period (PDP) – Success

		Test case procedures incorporated into test case 8.5.1 from Release 1.0.



		7.23 SOA – Service Provider Personnel modify a Number Pool Block using the New NPA-NXX-X that is part of an NPA Split, during Permissive Dial Period (PDP) – Success

		Test case procedures incorporated into test case 8.5.1 from Release 1.0.



		7.25 NPAC OP GUI – NPAC Personnel de-pool an NPA-NXX-X specifying the Old NPA-NXX that that has an ‘active’ Number Pool Block associated with it and is scheduled for an NPA Split, prior to Permissive Dial Period (PDP) Start Date – Success

		Test case procedures incorporated into test case 8.5.1 from Release 1.0.



		7.27 NPAC OP GUI - NPAC Personnel de-pool an NPA-NXX-X specifying the Old NPA-NXX-X that has an ‘active’ Number Pool Block associated with it and is involved in an NPA Split, during Permissive Dial Period (PDP) – Success

		Test case procedures incorporated into test case 8.5.1 from Release 1.0.



		7.28 NPAC OP GUI – NPAC Personnel de-pool an NPA-NXX-X specifying the New NPA-NXX-X that is involved in an NPA Split, during Permissive Dial Period (PDP) – Success

		Test case procedures incorporated into test case 8.5.1 from Release 1.0.



		8. Resynchronization



		8.1 LSMS – Service Provider Personnel for either an EDR or non-EDR LSMS submit a resynchronization request for Network Data, Block Data, SV Data and Notification Data by time range, over the LSMS to NPAC SMS Interface, with the Service Provider’s NPAC Customer LSMS NPA-NXX-X Indicator set to the value that they support. – Success

		Test Case procedures incorporated into test case 351-3 from Release 3.3.



		8.2 LSMS - Service Provider Personnel for a non-EDR LSMS submit a resynchronization request for Network Data, Block Data, SV Data and Notification Data by time range, over the LSMS to NPAC SMS Interface, with the Service Provider’s NPAC Customer LSMS NPA-NXX-X Indicator set to TRUE. – Success

		Test Case procedures incorporated into test case 8.1 for Release 3.0.





		8.3 SOA - Service Provider Personnel submit a resynchronization request for Network Data and Notification Data by time range, over the SOA to NPAC SMS Interface, with the Service Provider’s NPAC Customer SOA NPA-NXX-X Indicator set to the value they support. – Success

		Test Case procedures incorporated into test case 351-4 from Release 3.3.



		8.4 LSMS - Service Provider Personnel submit a resynchronization request for network data, Number Pool Block Data, subscription version data, and notifications by time range (time range exceeds ‘Maximum Download Duration’ tunable), over the LSMS to NPAC SMS Interface. – Error

		X

		X

		X

		X

		

		EDR/ non-EDR



		8.5 LSMS - Service Provider Personnel submit a resynchronization request for a range of Number Pool Blocks (Number of Blocks exceeds the ‘Maximum Number of Download Records’ tunable), over the LSMS to NPAC SMS Interface.– Error

		Test Case procedures incorporated into test case 187-3 from Release 3.2.



		8.6 LSMS - Service Provider Personnel submit a resynchronization request for a range of Number Pool Blocks over the LSMS to NPAC SMS Interface. (Blocks exist inside and outside of the requested Number Pool Block range.) – Success

		X

		X

		X

		X

		

		EDR/ non-EDR



		9. Audits



		[bookmark: _Toc428591963]9.1 SOA - Service Provider Personnel initiate a full audit for a single TN, with LNP Type = POOL, for all Service Providers, no discrepancies exist. - Success

		X

		X

		

		

		X

		



		[bookmark: _Toc428591964]9.2 NPAC OP GUI - NPAC Personnel initiate a full audit for a single TN, with LNP Type = POOL, for all Service Providers, discrepancies exist. – Success

		X

		X

		X

		X

		

		EDR/ non-EDR



		9.3 SOA - Service Provider Personnel initiate a full audit for a range of TNs, with LNP Type = POOL, LISP and LSPP, for all Service Providers, no discrepancies exist. - Success

		X

		X

		

		

		X

		EDR/ non-EDR



		9.4 SOA - Service Provider Personnel initiate a full audit for a range TNs, with LNP Type = POOL, LISP, and LSPP, for all Service Providers, discrepancies exist. - Success

		X

		X

		

		

		X

		EDR/ non-EDR



		9.5 SOA - Service Provider Personnel initiate a full audit based on TN range for all Service Providers, (a block indicated by the TN Range entry has a status of ‘sending’), no discrepancies exist. - Success

		X

		X

		

		

		X

		EDR/ non-EDR



		Release 3.1 Test Cases



		ILL 179 - – TN Range Notification Test Cases



		2.1 SOA - Old SP Personnel create a range of Inter-Service Provider subscription versions. Their Customer TN Range Notification Indicator is set to Their production value. New SP does not submit their create request. Initial and Final Concurrence Windows expire. – Success

		X

		X

		X

		X

		X

		



		2.2 SOA – New Service Provider Personnel create a range of 3 Inter-Service Provider subscription versions. Their Customer TN Range Notification Indicator is set to their production value. Old Service Provider Personnel does not submit their create request. Initial Concurrence Window Expires. Final Concurrence Window Expires. – Success

		X

		X

		X

		X

		X

		



		2.3 SOA – New Service Provider Personnel create one Inter-Service Provider subscription version. Their Customer TN Range Notification Indicator is set to their production value. Both Old and New Service Providers do their creates. NPAC SMS manages the notifications accordingly.  – Success

		X

		X

		

		

		X

		



		2.4 SOA – Old Service Provider Personnel create a range 5 of Inter-Service Provider subscription versions. Primary SPID A is the New Service Provider. Secondary SPID B is the Old Service Provider. Both Service Providers have their Customer TN Range Notification Indicators set to TRUE. New Service Provider does not respond. Initial and Final Concurrence Timers expire. NPAC SMS manages the notifications accordingly.  – Success

		X

		X

		X

		

		X

		



		2.5 SOA – New Service Provider Personnel create a range of Inter-Service Provider subscription versions. Primary SPID A is the New Service Provider. Secondary SPID B is the Old Service Provider. SPID B Service Provider has their Customer TN Range Notification Indicator set to TRUE. SPID A Service Provider has their Customer TN Range Notification Indicator set to FALSE. Old Service Provider does not respond. Initial and Final Concurrence Timers expire. NPAC SMS manages the notifications accordingly.  – Success

		X

		X

		X

		

		X

		



		2.6 SOA – Service Provider Personnel activate a range of 1000 Inter-Service Provider subscription versions. Their Customer TN Range Notification Indicator is set to their production value. In the pre-requisite create process the range is submitted as two smaller ranges, each with unique DPC/SSN data but the TNs used in the ranges are contiguous and the SVIDs assigned by the NPAC SMS are contiguous. The activate request is submitted as one range. The activate request results in two notifications due to the unique DPC/SSN data used for each range in the create process. – Success

		X

		X

		X

		X

		X

		



		2.7 SOA – Service Provider Personnel activate a range of 200 SVs. Their Customer TN Range Notification Indicator is set to TRUE. In the pre-requisite SVcreate process the range is submitted as two smaller ranges.  The TNs used in the ranges are contiguous and have the same feature data. The creates are submitted without any other activity in between to ensure that the SVIDs for the TNs in the ranges are contiguous. The activate request is submitted as one range. The activate request results in one notification because the TNs and SVIDs are both contiguous and all TNs in the range have the same feature data. – Success

		X

		X

		X

		X

		X

		



		2.8 SOA – Service Provider Personnel activate a single SV. Their Customer TN Range Notification Indicator is set to their production value. Even though this is a single SV, the activate request results in a range notification. – Success

		X

		X

		X

		X

		X

		



		2.9 SOA – Service Provider Personnel activate a range of 500 SVs. Their Customer TN Range Notification Indicator is set to TRUE. In the prerequisite SV create process the range is submitted as two smaller ranges. The TNs used in the ranges are contiguous and have the same feature data but other create activities are submitted between the range create requests to ensure that the SVIDs for the TNs in the ranges are not contiguous. The activate request is submitted as one range. The activate request results in one notification containing a list of the SVIDs. – Success

		X

		X

		X

		X

		X

		



		2.10 SOA – Service Provider Personnel activate a range of 100 SVs.  Their Customer TN Range Notification Indicator set to TRUE.  In the prerequisite SV create process the range is submitted as one range, all with the same feature data.  One of the LSMSs has a problem creating all the TNs and responds with a M-EVENT-REPORT containing a few of the TNs from the range that it failed to create. NPAC responds to the SP with multiple notifications. - Success

		X

		X

		X

		

		X

		



		2.11 SOA – Service Provider Personnel modify a range of 200 active SVs.  Their Customer TN Range Notification Indicator set to their production value.  All TNs in the range have the same feature data and contiguous SVIDs. The modify active request is submitted as one range and results in one notification. - Success

		X

		X

		X

		X

		X

		



		2.12 SOA – Service Provider Personnel modify one active SV.  Their Customer TN Range Notification Indicator set to their production value. - Success

		X

		X

		X

		X

		X

		



		2.13 SOA – Service Provider Personnel modify a range of 10 active SVs. Their Customer TN Range Notification Indicator set to their production value. The ‘modify active’ fails on one LSMS resulting in a subscription version status of ‘active’ with a Failed SP-List. - Success

		X

		X

		X

		X

		X

		



		2.14 SOA – New Service Provider Personnel modify the due date for a range of 10 conflict SVs.  Their Customer TN Range Notification Indicator set to TRUE.  All TNs in the range have the same feature data and contiguous SVIDs. The modify request is submitted as one range.  The modify request results in one notification. - Success

		X

		X

		X

		

		X

		



		2.15 SOA – Old Service Provider Personnel modify one pending SV.  Their Customer TN Range Notification Indicator set to their production value. - Success

		X

		X

		X

		

		X

		



		2.16 SOA – Service Provider Personnel perform an immediate disconnect of a range of 500 active SVs. Their Customer TN Range Notification Indicator is set to their production value. In the pre-requisite SV create process the range was submitted as two smaller range creates, each with the same feature data and, the SVIDs are contiguous within each range create. The immediate disconnect request is submitted as one range. The immediate disconnect request results in one notification containing a list of the SVIDs. – Success

		X

		X

		X

		X

		X

		



		2.17 SOA – Donor Service Provider receives subscriptionVersionRangeDonorSP-CustomerDisconnectDate notification upon immediate disconnect of a range of 5 active SVs when their Customer TN Range Notification Indicator is set to TRUE. The ‘active’ SVs exist with contiguous SVIDs and the same feature data. The immediate disconnect results in one notification to the Donor Service Provider. – Success

		X

		X

		X

		

		X

		



		2.18 SOA – Current Service Provider Personnel perform an immediate disconnect for a range of 10 ‘active’ subscription versions. Their Customer TN Range Notification Indicator is set to TRUE. In the prerequisite create process the range is submitted as two smaller ranges. The TNs used in the ranges are contiguous and have the same feature data. The range create requests are submitted without any other activity between to ensure that the SVIDs for the TNs in the ranges are contiguous. The disconnect request is submitted as one range. The disconnect request results in one notification because the TNs and SVIDs are both contiguous and all TNs in the range have the same feature data. – Success

		X

		X

		X

		X

		X

		



		2.19 SOA – Service Provider Personnel perform an immediate disconnect of a single active SV. Their Customer TN Range Notification Indicator is set to their production value. – Success

		X

		X

		X

		X

		X

		



		2.20 SOA – New Service Provider Personnel perform an immediate disconnect of a range of Inter-Service Provider subscription versions. Primary SPID A is the New Service Provider. Secondary SPID B is the Old Service Provider and Code holder of the NPA-NXX of the TNs used in the subscription versions. Both Service Providers have their Customer TN Range Notification Indicators set to TRUE. NPAC SMS manages the notifications accordingly.  – Success

		X

		X

		X

		

		X

		



		2.21 SOA – New Service Provider Personnel perform an immediate disconnect of a range of 2 Inter-Service Provider subscription versions. Secondary SPID B is the New Service Provider. Primary SPID A is the Old Service Provider and Code holder of the NPA-NXX of the TNs used in the subscription versions. SPID B Service Provider has their Customer TN Range Notification Indicator set to TRUE. SPID A Service Provider has their Customer TN Range Notification Indicator set to their production values. NPAC SMS manages the notifications accordingly.  – Success

		X

		X

		X

		X

		X

		



		2.22 SOA – New Service Provider Personnel perform an immediate disconnect of a range of Inter-Service Provider subscription versions. Primary SPID A is the New Service Provider. Secondary SPID B is the Old Service Provider and Code holder of the NPA-NXX of the TNs used in the subscription versions. SPID A Service Provider has their Customer TN Range Notification Indicator set to TRUE. SPID B Service Provider has their Customer TN Range Notification Indicator set to FALSE. NPAC SMS manages the notifications accordingly.  – Success

		X

		X

		X

		

		X

		



		2.23 SOA – Current Service Provider Personnel issue a deferred disconnect for a range of 1000 ‘active’ subscription versions. Their Customer TN Range Notification Indicator is set to TRUE. In the prerequisite create process the range is submitted as two smaller ranges. The TNs used in the ranges are contiguous and have the same feature data but other create activities are submitted between the range create requests to ensure that the SVIDs for the TNs in the ranges are not contiguous. The deferred disconnect request is submitted as one range. The disconnect-pending request results in one notification containing a list of the SVIDs. – Success

		X

		X

		X

		

		X

		



		2.24 SOA – Old Service Provider Personnel cancel a range of 50 Inter-Service Provider subscription versions after both Service Providers have initially concurred. Their Customer TN Range Notification Indicator is set to TRUE. In the prerequisite create process the range is submitted as two smaller ranges. The TNs used in the ranges are contiguous and have the same feature data. The range create requests are submitted without any other activity between the range create requests to ensure that the SVIDs for the TNs in the ranges are contiguous. The cancel request is submitted as one range. The cancel request results in one notification because the TNs and SVIDs are both contiguous and all TNs in the range have the same feature data. – Success

		X

		X

		X

		

		X

		



		2.25 SOA – New Service Provider is the Service Provider under test. NPAC Personnel, on behalf of the Old Service Provider Personnel cancel a range of 10 Inter-Service Provider subscription versions after both Service Providers have initially concurred. The New Service Provider’s Customer TN Range Notification Indicator is set to TRUE. The TNs used in the range are contiguous and have the same feature data. The cancel request is submitted as one range and results in one notification. – Success

		X

		X

		X

		

		X

		



		2.26 SOA – New Service Provider Personnel cancel a range of 5000 Inter-Service Provider subscription versions for which the Old Service Provider has not yet concurred to. Their Customer TN Range Notification Indicator is set to TRUE. In the prerequisite create process the range is submitted as two smaller ranges. The TNs used in the ranges are contiguous and have the same feature data but other create activities are submitted between the range create requests to ensure that the SVIDs for the TNs in the ranges are not contiguous. The cancel request is submitted as one range. The cancel request results in one notification containing a list SVIDs. – Success

		X

		X

		X

		

		X

		



		2.27  SOA – Old Service Provider Personnel cancel a single SV. Their Customer TN Range Notification Indicator is set to their production value. In the pre-requisite create process only the Old SP has submitted a create request. Even though this is a single SV, the cancel request results in a range notification. – Success

		X

		X

		X

		X

		X

		



		2.28 SOA – Old Service Provider Personnel modify a range of 100 ‘pending’, Inter-Service Provider subscription versions to change the authorization flag from TRUE to FALSE. Their Customer TN Range Notification Indicator is set to their production value. In the prerequisite create process the range is submitted as two smaller ranges. The TNs used in the ranges are contiguous and have the same feature data. The range create requests are submitted without any other create activity between the range create requests to ensure that the SVIDs for the TNs in the ranges are contiguous. The modify request is submitted as one range. The modify request results in one notification because the TNs and SVIDs are both contiguous and all TNs in the range have the same feature data. – Success 

		X

		X

		X

		

		X

		



		2.29 SOA – Old Service Provider Personnel modify a range of 1000 ‘pending’ Inter-Service Provider subscription versions to change the authorization flag from TRUE to FALSE. Their Customer TN Range Notification Indicator is set to TRUE. In the prerequisite create process the range is submitted as two smaller ranges. The TNs used in the ranges are contiguous and have the same feature data but other create activities are submitted between the range create requests to ensure that the SVIDs for the TNs in the ranges are not contiguous. The modify request is submitted as one range. The modify request results in one notifications containing a list of the SVIDs. – Success

		X

		X

		X

		X

		X

		



		2.30 SOA – Old Service Provider Personnel modify a single ‘pending’, Inter-Service Provider subscription versions to change the authorization flag from TRUE to FALSE. Their Customer TN Range Notification Indicator is set to their production value. – Success 

		X

		X

		X

		X

		X

		



		2.31 SOA – Old Service Provider Personnel take action on a range of ‘conflict’ subscription versions that he created, to remove them from conflict. Their Customer TN Range Notification Indicator is set to TRUE. In the prerequisite create process the range is submitted as two smaller ranges. The TNs used in the ranges are contiguous and have the same feature data. The range create requests are submitted without any other create activity between to ensure that the SVIDs for the TNs in the ranges are contiguous. The modify request is submitted as one range. The modify request results in one notification because the TNs and SVIDs are both contiguous and all TNs in the range have the same feature data. – Success

		X

		X

		X

		X

		X

		



		2.32 SOA – Old Service Provider Personnel take action on a range of 10 ‘conflict’ subscription versions that he created, to remove them from conflict. Their Customer TN Range Notification Indicator is set to TRUE. In the prerequisite create process the range is submitted as two smaller ranges. The TNs used in the ranges are contiguous and have the same feature data but other create activities are submitted between the range create requests to ensure that the SVIDs for the TNs in the ranges are not contiguous. The modify request is submitted as one range. The modify request results in one notifications containing a list of the SVIDs. – Success

		X

		X

		X

		X

		X

		



		2.33 SOA – Service Provider Personnel do a Port-To-Original for a range of 10 ported TNs. Their Customer TN Range Notification Indicator is set to their production value. – Success 

		X

		X

		X

		

		X

		



		2.34 NPAC – NPAC Personnel delete a Number Pool Block. The Donor Service Provider Customer TN Range Notification Indicator is set to TRUE. NPAC SMS manages notifications accordingly. – Success

		X

		X

		X

		

		X

		



		2.35 SOA – Service Provider Personnel perform an Intra-Service Provider port of a range of 10 TNs that is part of an active Number Pool Block. Their Customer TN Range Notification Indicator is set to TRUE. NPAC SMS manages notifications accordingly. – Success

		X

		X

		

		

		X

		



		2.36 NPAC and SOA – NPAC Personnel do a mass update on 5000 active SVs where more than 1000 of the SVs are contiguous and have the same feature data. The Maximum Number of Download Records tunable is set to 1000. The Service Provider has their Customer TN Range Notification Indicator set to TRUE.  NPAC SMS manages notifications accordingly. – Success

		X

		X

		X

		

		X

		



		2.37 SOA –Service Provider recovers a mixture of SV notifications for ranges of TNs. Their Customer TN Range Notification Indicator set to TRUE. – Success

		X

		X

		X

		

		X

		



		2.38 SOA – Service Provider does not have any notifications queued. Service Provider aborts their SOA association. Service Provider changes their Customer TN Range Notification Indicator value from TRUE to FALSE and recovery is attempted. – Success

		X

		X

		X

		

		X

		



		2.39 SOA – Service Provider has notifications queued.  Service Provider aborts their SOA association. Service Provider changes their Customer TN Range Notification Indicator value from FALSE to TRUE and recovery is attempted. – Success

		X

		X

		X

		

		X

		



		2.40 SOA – ‘Primary’ Service Provider Personnel initiate notification recovery over their SOA to NPAC Interface to recover a mixture of SV notifications for ranges of TNs for both their ‘Primary’ and ‘Associated’ SPIDs. The Customer TN Range Notification Indicator set to TRUE for both SPIDs. – Success

		X

		X

		X

		

		X

		



		2.40  SOA – Service Providers set their Customer TN Range Notification Indicator to the value they will use in production and perform a series of activities simultaneously, that emulate a period of time (15 – 30 minutes) in an actual production environment. NPAC SMS manages notifications accordingly. – Success

		X

		X

		

		

		X

		X



		2.41  NPAC and SOA – Service Providers have NPAC Personnel modify their notification priorities to ensure that they have notifications with the three different priorities (LOW, MEDIUM, and HIGH). The Service Providers verify that they receive the notifications according to the priorities listed in their SP Profile. – Success

		X

		

		

		

		X

		



		NANC 240 – No Cancellation of SVs Based on Expiration of T2 Timer



		3.1 SOA – Old Service Provider creates a single TN subscription version. New Service Provider does not send create. Timers (T1 & T2) expire. The NPAC Customer No New SP Concurrence Notification Indicator is set to TRUE for both the Old and New Service Providers. The Final Create Window Expiration notification is sent to both Service Providers. The subscription version stays in ‘pending’ status for a tunable amount of time. Verify that subscription version status is changed to ‘cancelled’ after tunable amount of time. – Success

		X

		X

		X

		X

		X

		



		3.2 SOA – Old Service Provider creates a subscription version. New Service Provider does not send create. Timers (T1 & T2) expire. The NPAC Customer No New SP Concurrence Notification Indicator is set to FALSE for both the Old and New Service Providers. The Final Create Window Expiration notification is not sent to either Service Provider. The subscription version stays in ‘pending’ status for a tunable amount of time. – Success

		X

		X

		X

		

		X

		



		3.3 SOA – Old Service Provider creates a subscription version. New Service Provider does not send create. Concurrence Window timers (T1 & T2) expire. After the Concurrence Window timers have expired, the New Service Provider does their create and activates the subscription version The NPAC Customer No New SP Concurrence Notification Indicator is set to TRUE for the New Service Provider and to FALSE for the Old Service Provider. The Final Create Window Expiration notification is sent to the New Service Provider. – Success

		X

		X

		X

		

		X

		



		3.4 SOA – Old Service Provider creates a subscription version. New Service Provider does not send create. Timers (T1 & T2) expire. The NPAC Customer No New SP Concurrence Notification Indicator is set to FALSE for the New Service Provider and to TRUE for the Old Service Provider. The Final Create Window Expiration notification is sent to the Old Service Provider. The subscription version stays in ‘pending’ status for a tunable amount of time. – Success

		X

		X

		X

		

		X

		



		3.5 SOA – Old SP creates a subscription version with authorization flag set to FALSE, New SP does not send create, timers (T1 & T2) expire. The NPAC Customer No New SP Concurrence Notification Indicator is set to TRUE for both the Old and New SPs.  The Final Create Window Expiration notification is sent to both SPs and it contains the cause code. The subscription version stays in ‘conflict’ status. Verify that the SV status is changed to ‘cancelled’ after tunable amount of time. – Success

		X

		X

		X

		

		X

		



		3.6 SOA – Service Provider has the No New SP Concurrence Notification Indicator set to TRUE. Service Provider recovers Final Create Window Expiration notifications during recovery. – Success

		X

		X

		X

		

		X

		



		3.7 SOA – Service Provider has the No New SP Concurrence Notification Indicator set to FALSE. Service Provider does not recover Final Create Window Expiration notifications during recovery. – Success

		X

		X

		X

		

		X

		



		NANC 294 – Change Due Date Edit Functionality in the NPAC SMS for 7pm on Due Date Problems



		4.1 SOA –Old Service Provider Personnel submit a subscription version Concurrence after 7:00PM EST (the next day GMT but same day local time) using the same due date (GMT) as used in the initial creation by the New Service Provider. – Success 

		X

		X

		X

		X

		X

		



		4.2 SOA – Old Service Provider Personnel submit a subscription version Concurrence after 23:59PM (GMT and local time) using the same due date (in GMT) as the New Service Provider specified, which is a date and time for yesterday. – Success 

		X

		X

		X

		X

		X

		



		4.3 SOA – New Service Provider Personnel submit a subscription version Create after 7:00PM EST (the next day GMT but same day local time) using the same due date (in GMT) as used in the initial creation by the Old Service Provider. – Success

		X

		X

		X

		X

		X

		



		4.4 SOA – New Service Provider Personnel submit a subscription version Concurrence after 23:59PM (GMT and local time) using the same due date (in GMT) as the Old Service Provider specified, which is a date and time for yesterday. – Success 

		X

		X

		X

		X

		X

		



		4.5 SOA – Service Provider Personnel (Old or New) do the initial create of a subscription version after 7:00PM EST where the due date is the current date in local time but the next day in GMT. – Error

		X

		X

		X

		X

		X

		



		NANC 328 – Tunable for Long and Short Business Days



		5.1 NPAC and SOA – NPAC Personnel verify that the Long Business Days tunable parameter is defaulted to Sunday through Saturday. NPAC Personnel modify the Long Business Days tunable parameter to a value that does not include today. Both Old SP Port Out and New SP Port In Timers are set to SHORT. New SP Personnel submit an SV Create. Old SP does not concur. After a tunable amount of time the Initial Concurrence Window timer has not expired and the Old SP has not received an OldSP-Concurrence Request notification. NPAC Personnel modify the Long Business Days tunable parameter to a value that does include today. After a tunable amount of time the Initial Concurrence Window timer has expired and the Old SP receives an OldSP-Concurrence Request notification. – Success

		X

		X

		X

		

		X

		



		5.2 NPAC and SOA – NPAC Personnel verify that the Long Business Days tunable parameter is defaulted to Sunday through Saturday.  NPAC Personnel modify the Long Business Days tunable parameter to a value that does not include today. Both Old SP Port Out and New SP Port In Timers are set to LONG. Old SP Personnel submit an SV Create. New SP does not submit his create. After a tunable amount of time the Initial Concurrence Window timer has not expired and the New SP has not received a NewSP-Create Request notification. NPAC Personnel modify the Long Business Days tunable parameter to a value that does include today. After a tunable amount of time the Initial Concurrence Window timer has expired and the New SP receives a NewSP-Create Request notification. – Success 

		X

		X

		X

		

		X

		



		5.3 NPAC and SOA – NPAC Personnel verify that the Short Business Days tunable parameter is defaulted to Monday through Friday. NPAC Personnel set the Short Business Days tunable parameter to a value that does not include today. Both Old SP Port Out and New SP Port In Timers are set to SHORT. Old SP Personnel submit an SV Create. New SP does not submit his create. After a tunable amount of time the Initial Concurrence Window timer has not expired and the Old SP has not received an OldSP-Create Request notification. NPAC Personnel modify the Short Business Days tunable parameter to a value that does include today. After a tunable amount of time the Initial Concurrence Window timer has expired and the Old SP receives an OldSP-Concurrence Request notification. – Success

		X

		X

		X

		

		X

		



		5.4 NPAC and SOA – NPAC Personnel verify that the Short Business Days tunable parameter is defaulted to Monday through Friday. NPAC Personnel set the Short Business Days tunable parameter to a value that does not include today. Both Old SP Port Out and New SP Port In Timers are set to LONG. New SP Personnel submit an SV Create. Old SP does not concur. After a tunable amount of time the Initial Concurrence Window timer has not expired and the Old SP has not received a OldSP-Create Request notification. NPAC Personnel modify the Short Business Days tunable parameter to a value that does include today. After a tunable amount of time the Initial Concurrence Window timer has expired and the Old SP receives an OldSP-Concurrence Request notification. – Success

		X

		X

		X

		

		X

		



		NANC 329 – Prioritization for SOA Notifications



		6.1 NPAC and SOA – NPAC Personnel verify the ‘SOA Notification Priority’ tunable parameter default values for the Service Provider under test (New SP) are set to MEDIUM. New Service Provider Personnel requests NPAC Personnel to modify several of his ‘SOA Notification Priority’ tunable parameter values to NONE then perform activities that would normally result in the NPAC SMS generating the notifications that have been given priorities of NONE.  Service Provider verifies that he does not receive notifications. – Success

		X

		X

		X

		

		X

		



		6.2 SOA – New Service Provider Personnel verify that they received the notifications according to their SOA Notification Priority settings. – Success

		X

		X

		X

		

		X

		



		6.3 SOA – Old Service Provider Personnel verify that they received the notifications according to their SOA Notification Priority settings. – Success

		X

		X

		X

		

		X

		



		6.4 NPAC and SOA – Service Provider Personnel send a large number of requests to the NPAC that would result in the NPAC SMS generating notifications with multiple priorities for the Service Provider. The Service Provider then aborts their association before receiving the notifications.  After sufficient time has passed for the NPAC SMS to generate all the notifications resulting from the requests the Service Provider re-associates to the NPAC and recovers the missed notifications. Service Provider Personnel verify that they recovered the notifications in order of priority and in the correct format. – Success

		X

		X

		X

		

		X

		



		Release 3.2 Test Cases



		NANC 169 Test Cases



		169-1 NPAC OP GUI – NPAC Personnel initiate a Bulk Data Download of Subscription Data – Specifying Active/Disconnect Pending/Partial Failure Subscription Versions Only and NOT specifying a TN range.  Verification steps are performed to ensure the BDD file was processed successfully by the Service Provider system - Success

		X

		X

		X

		

		

		X



		169-2 NPAC OP GUI – NPAC Personnel initiate a Bulk Data Download of Subscription Data – Specifying Active/Disconnect Pending/Partial Failure Subscription Versions Only and specifying a TN range that is a subset of the prerequisite test data.  Verification steps are performed to ensure the BDD file was processed successfully by the Service Provider system – Success

		X

		X

		X

		

		

		X



		169-3 NPAC OP GUI – NPAC Personnel initiate a Bulk Data Download of Subscription Data – Specifying Latest View of Subscription Version Activity a valid Time Range, and NOT specifying a TN range.  Verification steps are performed to ensure the BDD file was processed successfully by the Service Provider system - Success

		X

		X

		X

		

		

		X



		169-4 NPAC OP GUI – NPAC Personnel initiate a Bulk Data Download of Subscription Data – Specifying Latest View of Subscription Version Activity a valid Time Range, and a TN range that is a subset of the prerequisite test data.  Verification steps are performed to ensure the BDD file was processed successfully by the Service Provider system - Success

		X

		X

		X

		

		

		X



		NANC 187 Test Cases



		187-1 LSMS – Service Provider Personnel for either an EDR or non-EDR LSMS submit a resynchronization request for Service Provider Data, Network Data, Block Data, Subscription Version Data and Notification Data by time range, over the LSMS to NPAC SMS Interface, with the Service Provider’s Local SMS Linked Replies Indicator set to their production setting.  The recovery response includes a number of Service Provider Data objects, Network Data objects, Number Pool Block objects, Notifications and Subscription Versions less than or equal to their respective Linked Replies Blocking Factors. – Success

		X

		X

		X

		

		

		X



		187-2 LSMS – Service Provider Personnel for either an EDR or non-EDR LSMS submit a resynchronization request for Network Data, and Subscription Version Data by time range, over the LSMS to NPAC SMS Interface, with the Service Provider’s Local SMS Linked Replies Indicator set to their production setting.  The recovery response includes a number of Network Data objects greater than the Service Provider and Network Data Linked Replies Blocking Factor and less than the Network Data Maximum Linked Recovered Objects as well as a number of Subscription Version objects greater than the Subscription Data Linked Replies Blocking Factor and less than the Subscription Data Maximum Linked Recovered Objects. – Success

		X

		X

		X

		X

		

		X



		187-3 LSMS – Service Provider Personnel for either an EDR or non-EDR LSMS submit a resynchronization request for Network Data, Number Pool Block data and Subscription Version Data by time range, over the LSMS to NPAC SMS Interface, with the Service Provider’s Local SMS Linked Replies Indicator set to their production setting.  The recovery response includes a number of Network Data objects, Number Pool Block objects and Subscription Version objects greater than the respective Maximum Linked Recovered Objects and Maximum Number Download Records parameters. - Success

		X

		X

		X

		

		

		X



		187-4 SOA – Service Provider Personnel submit a resynchronization request for Service Provider Data, Network Data and Notification Data by time range, over the SOA to NPAC SMS Interface, with the Service Provider’s SOA Linked Replies Indicator set to their production setting.  The recovery response includes a number of Service Provider Data objects and Network Data objects less than or equal to the Service Provider and Network Data Linked Replies Blocking Factor and a number of Notifications less than or equal to the Notification Data Linked Replies Blocking Factor. - Success

		X

		X

		X

		

		X

		



		187-5 SOA – Service Provider Personnel submit a resynchronization request for Network Data and Notification Data by time range, over the SOA to NPAC SMS Interface, with the Service Provider’s SOA Linked Replies Indicator set to their production setting.  The recovery response includes a number of Network Data objects and Notifications greater than the respective Linked Replies Blocking Factor and less than the respective Maximum Linked Recovered Notifications. – Success

		X

		X

		X

		X

		X

		



		187-6 SOA – Service Provider Personnel submit a resynchronization request for Network Data and Notification Data by time range, over the SOA to NPAC SMS Interface, with the Service Provider’s SOA Linked Replies Indicator set to their production setting.  The recovery response includes a number of Network Data objects greater than the Service Provider and Network Data Maximum Linked Recovered Objects and Notifications greater than the Notification Data Maximum Linked Recovered Notifications and Maximum Number of Download Records. - Success

		X

		X

		X

		X

		X

		



		191/291 Test Cases



		191/291-1 SOA – Service Provider Personnel attempt to create a Subscription Version specifying some valid and some invalid DPC/SSN information.  The regional SSN Edit Flags (CLASS, LIDB, CNAM, ISVM and WSMSC) are set to production values. - Failure

		X

		X

		X

		

		X

		



		191/291-2 SOA – Service Provider Personnel attempt to modify a ‘Pending’ Subscription Version specifying some valid and some invalid DPC/SSN information.  The regional SSN Edit Flags (CLASS, LIDB, CNAM, ISVM and WSMSC) are set to production values. - Failure

		X

		X

		

		

		X

		



		191/291-3 SOA – Service Provider Personnel attempt to activate a ‘Pending’ Subscription Version that contains some valid and some invalid DPC/SSN information.  The regional SSN Edit Flags (CLASS, LIDB, CNAM, ISVM and WSMSC) are set to production values. - Failure

		X

		X

		

		

		X

		



		191/291-4 SOA – Service Provider Personnel attempt to modify an ‘Active’ Subscription Version that contains some valid and some invalid DPC/SSN information.  The regional SSN Edit Flags (CLASS, LIDB, CNAM, ISVM and WSMSC) are set to production values. - Failure

		X

		X

		

		

		X

		



		191/291-5 NPAC OP GUI – NPAC Personnel attempt to submit a mass update request for a range of Subscription Versions that currently exist.  Some of these Subscription Versions have valid DPC/SSN data and some of these Subscription Versions have invalid DPC/SSN data.   The Mass Update request specifies new DPC/SSN values that will correct some but not all of the Subscription Versions that currently exist with invalid DPC/SSN attributes.  The NPAC SMS processes the Mass Update request, modifies some but not all of the DPC/SSN attributes for the range specified in the Mass Update Request  and logs the objects that could not be updated to the Mass Update Exception Report.  The regional SSN Edit Flags (CLASS, LIDB, CNAM, ISVM and WSMSC) are set to production values. - Success

		X

		X

		

		

		

		X



		191/291-6 SOA – Service Provider Personnel attempt to create a Number Pool Block specifying some valid and some invalid DPC/SSN information.  The regional SSN Edit Flags (CLASS, LIDB, CNAM, ISVM and WSMSC) are set to production values. - Failure

		X

		X

		X

		

		X

		



		191/291-7 SOA – Service Provider Personnel attempt to modify a Number Pool Block specifying some valid and some invalid DPC/SSN information.  The regional SSN Edit Flags (CLASS, LIDB, CNAM, ISVM and WSMSC) are set to production values. - Failure

		X

		X

		

		

		X

		



		191/291-8 NPAC – Upon Number Pool Block scheduled activation, NPAC SMS fails the Number Pool Block activation based on some invalid DPC/SSN information.  The regional SSN Edit Flags (CLASS, LIDB, CNAM, ISVM and WSMSC) are set to production values. - Failure

		

		

		

		

		

		



		191/291-9 NPAC OP GUI – NPAC Personnel attempt to submit a mass update request that includes at least three complete, ‘Active’ Number Pool Blocks.  One of these Number Pool Blocks should currently exist with valid DPC/SSN data, two should exist with invalid DPC/SSN data.  The Mass Update criteria shall include all three Number Pool Blocks and the request specifies new DPC/SSN values that will correct one, but not both of the Number Pool Blocks that currently exists with invalid DPC/SSN data.  The NPAC SMS processes the Mass Update request, modifies some but not all of the DPC/SSN attributes for the range specified in the Mass Update Request and logs the objects that could not be updated to the Mass Update Exception report.  The regional SSN Edit Flags (CLASS, LIDB, CNAM, ISVM and WSMSC) are set to production values. - Success

		X

		X

		

		

		

		X



		192 Test Cases



		192-1 SOA/LSMS - Service Provider Personnel perform basic LNP functions before, during and after Permissive Dial Period for NPA Splits that are created on the NPAC SMS. - Success

		Test Case procedures incorporated into test case 8.5.1 from Release 1.0.



		218 Test Cases



		218-1 SOA – (Old) Service Provider Personnel submit a single TN, subscription version modify request specifying Authorization (FALSE) and a valid status change cause code, setting the subscription version status to conflict after both Service Providers have created/concurred to the port, and prior to the Conflict Restriction Window - SUCCESS

		X

		X

		X

		

		X

		



		218-2 SOA – Old Service Provider personnel successfully put a pending Subscription Version into conflict using an Old Service Provider create after the Conflict Restriction Window Tunable Time has been reached but before the Final Concurrence Timer (T2) has expired. – Success

		Test Case superseded by NANC 214-1



		230 Test Cases



		230-1 SOA – Service Provider Personnel create an Intra-Service Provider, Port-to-Original Subscription Version where a previously ‘Active’ Subscription Version exists, that is not part of a Number Pool Block – Success

		X

		X

		X

		X

		X

		



		230-2 SOA – Service Provider Personnel create an Intra-Service Provider, Port-to-Original Subscription Version where a previously ‘Active’ Subscription Version exists with a matching NPA-NXX-X, after the NPA-NXX-X Creation and prior to the Number Pool Block Activation - Failure

		X

		X

		

		

		X

		



		230-3 SOA – Service Provider Personnel create an Intra-Service Provider, Porting to Original Subscription Version after NPA-NXX-X Effective Date and Block Activation – Success

		X

		X

		X

		X

		X

		



		249 Test Cases



		249-1 SOA – Service Provider Personnel submit a Subscription Version modify request for a ‘Disconnect-Pending’ Subscription Version, modifying the Effective Release Date and Customer Disconnect Date to the current date/time or a date/time in the past. - Success

		X

		X

		X

		X

		X

		



		249-2 SOA – Service Provider Personnel submit a Subscription Version modify request for a range of ‘Disconnect-Pending’ Subscription Versions, modifying the Effective Release Date and Customer Disconnect Date to a different date/time in the future.  The range of Subscription Versions had Effective Release Dates that were not the same prior to the modification. - Success

		X

		X

		X

		X

		X

		



		249-3 SOA – Service Provider Personnel submit a Subscription Version modify request for a ‘Disconnect-Pending’ Subscription Version, without specifying the Customer Disconnect Date - Failure

		X

		X

		

		

		X

		



		249-4 SOA – Service Provider Personnel submit a Subscription Version modify request for a ‘Disconnect-Pending’ Subscription Version, specifying an invalid format for the Effective Release Date and/or Customer Disconnect Date - Failure

		X

		X

		

		

		X

		



		297 Test Cases – This section of test cases has been incorporated into test case 187-1



		319 Test Cases



		319-1 SOA – Service Provider Personnel attempt to create a Subscription Version specifying a TN and an LRN with different LATA Ids. - Failure

		X

		X

		X

		

		X

		



		319-2 SOA – Service Provider Personnel attempt to modify a ‘Pending’, Subscription Version specifying an LRN with a different LATA Id from the NPA-NXX of the TN in the Subscription Version. - Failure

		X

		X

		X

		

		X

		



		319-3 NPAC OP GUI – NPAC Personnel submit a mass update request for a range of ‘Active’, Subscription Versions where some of the Subscription Versions exist with valid LATA ID relationships and some of the Subscription Versions exist with invalid LATA ID relationships.  Specify new DPC/SSN data.  Subscription Versions with valid LATA ID relationships will be updated and Subscription Versions that exist without valid LATA ID relationships will not be updated. - Success

		X

		X

		X

		

		X

		



		319-4 SOA – Service Provider Personnel attempt to create a Number Pool Block specifying an LRN with a different LATA Id than the TNs in the Number Pool Block. - Failure

		X

		X

		

		

		X

		



		319-5 SOA – Service Provider Personnel attempt to modify a Number Pool Block specifying an LRN with a different LATA ID than the TNs in the Number Pool Block. - Failure

		X

		X

		

		

		X

		



		319-6 NPAC OP GUI – NPAC Personnel submit a mass update request including at least three complete Number Pool Blocks where two of the Number Pool Blocks exist with valid LATA ID relationships and one Number Pool Block exists with invalid LATA ID relationships.  Specify new DPC/SSN data.  Number Pool Blocks with valid LATA ID relationships will be updated and the Number Pool Block that exists with invalid LATA ID relationships will not be updated. - Success

		X

		X

		

		

		X

		



		322 Test Cases



		322-1 LSMS – Service Provider Personnel create a Bulk Data Download Response File for Subscription Version data.  NPAC Personnel process the Bulk Data Download Response File.  The Service Provider was previously on the Failed SP List for at least some of the Subscription Versions in the respective file.  Verification steps are performed to ensure the Service Provider’s LSMS is now in synch with the NPAC SMS. – Success

		X

		X

		X

		

		

		X



		322-2 LSMS – Service Provider Personnel create a Bulk Data Download Response File for Number Pool Block data.  NPAC Personnel process the Bulk Data Download Response File.  The Service Provider was previously on the Failed SP List for at least some of the Number Pool Blocks in the respective file.  Verification steps are performed to ensure the Service Provider’s LSMS is now in synch with the NPAC SMS. - Success

		X

		X

		X

		

		

		X



		323 Test Cases – This section of test cases shall be executed only during the group test phase due to the impact to the entire test environment.



		354 Test Cases



		354-1 NPAC OP GUI – NPAC Personnel initiate a Bulk Data Download of Network Data – Specifying the Latest View of Network Data Activity and a valid time range.  Verification steps are preformed to ensure the BDD file was processed successfully by the Service Provider system. - Success

		X

		X

		X

		

		X

		X



		354-2 NPAC OP GUI – NPAC Personnel initiate a Bulk Data Download of Network Data – Specifying the All Network Data.  Verification steps are preformed to ensure the BDD file was processed successfully by the Service Provider system. - Success

		X

		X

		X

		

		X

		X



		Release 3.3 Test Cases



		NANC 375 – Prevent New Service Provider from Removing Conflict Status with Certain Cause Code Values



		NANC 375-1 SOA – New Service Provider personnel attempt to remove a Subscription Version from Conflict status whose cause code is currently set to 50 or 51 – Error

		X

		X

		X

		

		X

		



		NANC 375-2 SOA – Old Service Provider personnel remove a Subscription Version from Conflict status whose cause code is currently set to 50 or 51 – Success

		X

		X

		X

		X

		X

		



		NANC 375-3 SOA – New Service Provider personnel attempt to remove a range of Subscription Versions from Conflict status where one Subscription Version has a cause code set to 50 or 51 and the other Subscription Versions in the range have a cause code set to some other value – Error

		X

		X

		

		

		X

		



		NANC 375-4 SOA – Old Service Provider personnel remove a range of Subscription Versions from Conflict status whose cause code values are currently set to 50 or 51 – Success

		X

		X

		

		

		X

		



		NANC 388 – Un-do a “Cancel-Pending” SV



		NANC 388-1 SOA – Using their SOA system, Service Provider personnel send an “un-do” cancel request to the NPAC SMS for a Subscription Version in a Cancel-Pending status for which they are either the New SP or Old SP that cancelled the SV – Success

		X

		X

		X

		X

		X

		



		NANC 388-2 SOA – Using their SOA system, Service Provider personnel attempt to send an “un-do” cancel request to the NPAC SMS for a Subscription Version (currently in cancel-Pending state) for which they are neither the Old SP or New SP party to the port – Error

		X

		X

		

		

		X

		



		NANC 388-3 SOA – Using their SOA system, Service Provider personnel attempt to send an “un-do” cancel request to the NPAC SMS for a Subscription Version (currently in cancel-Pending state) for which they are either the Old or New SP party to the port, but they did not issue a cancel request for the SV – Error

		X

		X

		X

		

		X

		



		NANC 388-4 SOA – Using their SOA system, Service Provider personnel attempt to send an “un-do” cancel request to the NPAC SMS for a Subscription Version (currently in a Pending state) for which they are either the Old or New SP party to the port – Error

		X

		X

		X

		

		X

		



		NANC 388-5 SOA – Using their SOA system, Service Provider personnel attempt to send an “un-do” cancel request to the NPAC SMS for a range of Subscription Versions (all but one of the SVs in the range exist in cancel-Pending state) for which they are either the Old or New SP party to the port – Error

		X

		X

		

		

		X

		



		NANC 388-6 SOA – Using their SOA system, Service Provider personnel attempt to send an “un-do” cancel request to the NPAC SMS for a Subscription Version indicating a new version status of something other than Pending - Error

		X

		X

		X

		

		X

		



		NANC 348 – BDD for Notifications



		NANC 348-1 SOA - NPAC personnel create a Bulk Data Download file for SOA notification data specifying a service provider ID and time range.  Verification steps are performed to ensure the BDD file was processed successfully by the service provider system. – Success

		X

		X

		X

		

		X

		



		NANC 348-2  LSMS - NPAC personnel create a Bulk Data Download file for LSMS notification data specifying a service provider ID and time range.  Verification steps are performed to ensure the BDD file was processed successfully by the service provider system. – Success

		X

		X

		X

		

		

		X



		ILL 130 – Application Level Errors



		ILL 130-1  SOA – Service Provider personnel issue one or more of the following M-ACTION requests to the NPAC SMS when their SOA Supports Action Application Level Errors Indicator is set to TRUE in their Service Provider profile on the NPAC SMS – Success

		X

		X

		X

		X

		X

		



		ILL 130-2  SOA – Service Provider personnel issue one or more requests (select from the following regular CMIP primitive requests) to the NPAC SMS when their SOA Supports Application Level Errors Indicator is set to TRUE in their Service Provider profile on the NPAC SMS – Success

		X

		X

		X

		X

		X

		



		NANC 394 – Consistent Behavior of Five-Day Waiting Period Between NPA-NXX-X Creation and Number Pool block Activation, and Subscription Version Creation and its Activation



		NANC 394 –1   SOA – Service Provider personnel create an Inter-SP Subscription Version specifying a due date less than the NPA-NXX Live TimeStamp - Error

		X

		X

		X

		

		X

		



		NANC 394-2  SOA – Service Provider personnel create a range of Intra-SP Subscription Versions specifying a due date less than the NPA-NXX Live TimeStamp - Error

		X

		X

		X

		

		X

		



		NANC 394-3  SOA – Service Provider personnel modify the due date to a date that is less than the NPA-NXX Live TimeStamp for a Pending Subscription Version – Error

		X

		X

		X

		

		X

		



		NANC 383 – Separate SOA Channel for Notifications



		NANC 383-1  SOA – Service Provider personnel send a resynchronization request for notification information over a separate SOA channel for notifications – Success

		X

		X

		X

		X

		X

		



		NANC 138 – Definition of Cause Code



		NANC 138-1  SOA – NPAC SMS automatically sets a cancel-Pending SV to conflict after the Cancellation-Initial Concurrence and Cancellation-Final Concurrence Timers expire - Success

		X

		X

		X

		X

		X

		



		NANC 357 – Unique Identifiers for wireline versus wireless carriers (long term solution)



		NANC 357-1  SOA – Service Provider personnel using their SOA submit a Service Provider query request to the NPAC SMS –  Success

		X

		X

		X

		X

		X

		



		NANC 357-2  LSMS – Service Provider personnel using their LSMS submit a Service Provider query request to the NPAC SMS –  Success

		X

		X

		X

		X

		

		X



		NANC 357-3  SOA/LSMS – NPAC Personnel create a new service provider profile that includes a setting for the SP Type.  The NPAC SMS broadcasts the service provider creating messaging to all SOAs and LSMSs in the region including the SP Type based on the configuration of their SOA Supports SP Type and LSMS Supports SP Type tunable settings in their NPAC Customer Profile settings. –  Success

		X

		X

		X

		X

		X

		X



		NANC 285 – SOA/LSMS Requested Subscription Version Query Max Size



		NANC 285-1  SOA – Service Provider personnel using their SOA submit a Subscription Version query request to the NPAC SMS specifying criteria that matches a number of Subscription Versions greater than the Maximum Subscription Query tunable – Success

		X

		X

		X

		X

		X

		



		NANC 285-2  LSMS – Service Provider personnel using their LSMS submit a Subscription Version query request to the NPAC SMS specifying criteria that matches a number of Subscription Versions greater than the Maximum Subscription Query tunable – Success

		X

		X

		X

		X

		

		X



		NANC 351 – Recovery Enhancements – SWIM Recovery



		NANC 351-1 LSMS – EDR and Non-EDR LSMS Service Provider personnel submit a resynchronization request for network data, number pool block data (EDR only), subscription data, service provider data and notification data with SWIM indicator – Success

		X

		X

		X

		X

		

		X



		NANC 351-2  SOA – Service Provider personnel submit a resynchronization request for network data, service provider data, and notification data with the SWIM indicator – Success (conditional)

		X

		X

		X

		X

		X

		



		NANC 351-3 LSMS – EDR and Non-EDR LSMS Service Provider personnel submit a resynchronization request for network data, number pool block data (EDR only), subscription data and notification data with SWIM indicator that exceed the SWIM maximum recoverable data- Success for part of the data.  Perform regular recovery to recover data in excess of the SWIM Maximum tunable.

		X

		X

		

		X

		

		X



		NANC 351-4 SOA – Service Provider personnel submit a resynchronization request for network data, and notification data with SWIM indicator that exceeds the SWIM maximum recoverable data – Success for part of the data.  Perform regular recovery to recover data in excess of the SWIM Maximum tunable.

		X

		X

		

		X

		X

		



		NANC 227/254 - Exclusion of Service Provider from an SV’s Failed SP List and NANC 300 – Resend Exclusion for Number Pooling



		NANC 227-1 LSMS – NPAC SMS broadcasts a resend Intra-SP or Inter-SP Subscription Version activate request to a region whereby some SPs on the failed SP-List are excluded from the resend, some are included in the resend (and should be successful) and the current Service Provider receives a status update for the Subscription Version including an updated failed SP-List.  The Service Provider that was excluded from the resend, recovers the SV during resynchronization – Success

		X

		

		

		

		X

		X



		NANC 227-2 LSMS – NPAC SMS broadcasts a resend number pool block activate request to a region whereby some SPs on the failed SP-List are excluded from the resend, some are included in the resend (and should be successful) and the current Block Holder Service Provider receives a status update for the number pool block including an updated Failed SP-List. The Service Provider that was excluded from the resend request recovers the NPB (or ‘Pooled’ SVs) during resynchronization. – Success

		X

		

		

		

		X

		X



		NANC 321 – Regional NPAC NPA Edit of Service Provider Network Data – NPA-NXX Data



		NANC 321-1 SOA –Service Provider personnel attempt to create an NPA-NXX for an invalid NPA in a region – Error

		X

		X

		X

		

		X

		



		NANC 321-2 SOA – Service Provider personnel attempt to create 859-nxx that is associated with LATA ID 922, in a region other than Midwest – Error

		X

		X

		X

		

		X

		



		NANC 321-3 SOA – Service Provider personnel create 859-nxx that is associated with LATA ID 922 in Midwest region – Success

		X

		X

		X

		X

		X

		



		NANC 321-4 SOA – Service Provider personnel create 859-nxx that is associated with a LATA ID other than 922 in the SouthEast region – Success

		Test Case removed from Turn Up since certification test is performed in only a single region.  



		NANC 321-5 SOA – Service Provider personnel attempt to create 859-nxx that is associated with a LATA ID other than 922 in a region other than the SouthEast – Error

		Test Case removed from Turn Up since certification test is performed in only a single region.



		NANC 321-6 LSMS –Service Provider personnel attempt to create an NPA-NXX for an invalid NPA in a region – Error

		X

		X

		X

		

		

		X



		NANC 321-7 LSMS – Service Provider personnel attempt to create 859-nxx that is associated with LATA ID 922, in a region other than Midwest – Error

		Test Case removed from Turn Up since certification test is performed in only a single region.



		NANC 321-8 LSMS – Service Provider personnel create 859-nxx that is associated with LATA ID 922 in Midwest region – Success

		X

		X

		X

		X

		

		X



		NANC 321-9 LSMS – Service Provider personnel create 859-nxx that is associated with a LATA ID other than 922 in the SouthEast region – Success

		Test Case removed from Turn Up since certification test is performed in only a single region.



		NANC 321-10 LSMS – Service Provider personnel attempt to create 859-nxx that is associated with a LATA ID other than 922 in a region other than the SouthEast – Error

		X

		X

		X

		

		

		X



		NANC 399-1 SOA – New Service Provider Personnel attempt to create a Subscription Version specifying SV Type and/or Alternative SPID information – Error

Service Provider should attempt to submit a request with invalid data.

		X

		X

		X

		

		X

		



		NANC 399-2 SOA – New Service Provider Personnel attempt to modify SV Type and/or Alternative SPID information for a Pending Subscription Version – Error

Service Provider should attempt to submit a request with invalid data.

		X

		X

		X

		

		X

		



		NANC 399-3 SOA – New Service Provider Personnel attempt to modify SV Type and/or Alternative SPID information for an Active Subscription Version – Error

Service Provider should attempt to submit a request with invalid data.

		X

		X

		X

		

		X

		



		NANC 399-4 SOA – New Service Provider Personnel attempt to create a Number Pool Block specifying SV Type and/or Alternative SPID information - Error

Service Provider should attempt to submit a request with invalid data.

		X

		X

		X

		

		X

		



		NANC 399-5 SOA – New Service Provider Personnel attempt to modify an Active Number Pool Block specifying SV Type and/or Alternative SPID information - Error

Service Provider should attempt to submit a request with invalid data.

		X

		X

		X

		

		X

		



		NANC 400-1 SOA - Service Provider Personnel submit an Intra-Service Provider Create request specifying at least one but not all Optional Data elements (Alternative SPID, Voice URI, MMS URI, PoC URI, Presence URI) their SOA Supports- Success

		X

		X

		X

		

		X

		X



		NANC 400-2 SOA/LSMS – Service Provider Personnel using their SOA (or NPAC Personnel using the LSMS) modify at least one but not all Optional Data elements their SOA Supports on an Active Subscription Version – Success

		X

		X

		X

		

		X

		X



		NANC 400-3 SOA/LSMS - Service Provider Personnel using their SOA, or NPAC Personnel using the NPAC SMS create a non-contaminated Number Pool Block with more than one but not all Optional Data elements their SOA supports – Success

		X

		X

		X

		

		X

		X



		NANC 400-4 SOA/LSMS- Service Provider Personnel using their SOA or NPAC Personnel using the NPAC SMS modify an active Number Pool Block with the SOA Origination Indicator set to FALSE (and contains Subscription Versions with LNP Types of ‘POOL’, ‘LISP’ and ‘LSPP’). - Success

		X

		X

		X

		

		X

		X



		Release 3.3.4 Test Cases



		NANC 416 – BDD File for Notifications – Adding New Attributes

NANC 348-1, an existing regression test case has been updated for the purposes of testing this feature.



		NANC 440 – FCC Order, Medium Timers

This change order introduces the Service Provider and System tunables required to support Medium Timer ports.  These tunables will be tested as a result of Medium Timer Port scenarios tested with NANC 441 test cases.



		NANC 441 – FCC Order, SOA Indicator



		NANC 441-1 SOA – New Service Provider (System Under Test – (SUT)) issues a single TN, Inter-SP Create, setting the Medium Timer Indicator (MTI) to True. Wait for the T1 and T2 Timers to expire.  Old Service Provider issues a create where the Medium Timer Indicator is set to False.  Both Service Provider Profiles indicate they support Medium Timers.  Initial Concurrence Timer is re-set. T2 notification is sent to NSP based on the L-12.0b Notification Priority Setting – Success

		X

		X

		X

		

		X

		



		NANC 441-2 SOA – Old Service Provider (SUT) issues a single TN, Inter-SP Create, setting the MTI to True.  New Service Provider issues a create and sets MTI to False.  Both Service Provider profiles indicate they support Medium Timers.  – Success

		X

		X

		X

		

		X

		



		NANC 441-3 SOA – New Service Provider modifies the MTI from False to True for a single TN, Inter-SP, Pending subscription version after the T1 Timer has expired (before the Old Service Provider has issued their release).  – Success

Let T2 timer expire; NSP will receive T2 expiry notification based on their support of the L-12.0b notification priority.

		X

		X

		X

		

		X

		



		NANC 441-4 SOA – Old Service Provider modifies the MTI for a range of TNs from True to False, Inter-SP, Pending (or Conflict) subscription version before the New Service Provider has issued their create – Success

		X

		X

		X

		

		X

		



		NANC 441-5 SOA – New Service Provider modifies the MTI from False to True for an Inter-SP, Porting to Original subscription version (before the Old Service Provider has issued their release) – Success

		X

		X

		X

		

		X

		



		NANC 441-6 SOA – New Service Provider attempts to modify the MTI for a single TN, Inter-SP, Pending (or Conflict) subscription version after the Old Service Provider has issued their create – Error

		X

		X

		X

		

		X

		



		NANC 441-7 SOA – Old Service Provider modifies the MTI for a single TN, Inter-SP, Pending (or Conflict) subscription version after both Service Providers issued their initial create and prior to the activate – Success

		X

		X

		X

		

		X

		



		NANC 441-8 SOA - New Service Provider Personnel remove a Subscription Version from Conflict when the Timer Type and Business Type are set to ‘MEDIUM’ (after the Medium Conflict Resolution New Service Provider Restriction Tunable has expired) – Success

		X

		X

		X

		

		X

		



		Release 3.4.X Test Cases



		NANC 147 – Version ID Rollover Strategy – R3.4.0b moved to Group Phase of test plan.



		

		

		

		

		

		

		



		NANC 355 – Modification of NPA-NXX Effective Date



		[bookmark: OLE_LINK6]NANC 355-1 SOA – Service Provider SOA application accepts an NPA-NXX modify request initiated by NPAC Personnel on the NPAC SMS where the NPA-NXX Effective Date is modified and the current date is less than the existing NPA-NXX Effective Date – Success

NOTE: No Pending-like Subscription Versions or Scheduled NPA-NXX-Xs/NPBs exist within the respective NPA-NXX

		X

		X

		

		

		X

		



		NANC 355-2 LSMS - Service Provider LSMS application accepts an NPA-NXX modify request initiated by NPAC Personnel using the NPAC SMS where the NPA-NXX Effective Date is modified – Success

		X

		X

		

		

		

		X



		NANC 355-3 SOA – Service Provider Personnel attempt to submit an NPA-NXX modify request to the NPAC SMS – Error

		X

		X

		

		

		X

		



		NANC 355-4 LSMS – Service Provider Personnel using their LSMS system attempt to submit an NPA-NXX modify request to the NPAC SMS – Error

		X

		X

		

		

		

		X



		[bookmark: _Toc280282313]NANC 408 – SPID Migration Automation Change



		NANC 408 -1 SOA/LSMS – Service Provider SOA and LSMS applications that support Online SPID Migrations, accept a SPID Migration request from the NPAC SMS to change ownership of an NPA-NXX.

		X

		X

		X

		

		X

		X



		NANC 414 – Validation of Code Ownership in the NPAC



		NANC 414 -1 SOA – Service Provider personnel using their SOA application submit a NPA-NXX create request where the SPID and OCN value as configured on the NPAC SMS do not match the request. - Error

		X

		X

		X

		

		X

		



		NANC 414-2 LSMS – Service Provider personnel using their LSMS application submit a NPA-NXX create request where the SPID and OCN value as configured on the NPAC SMS do not match the request – Error

		X

		X

		X

		

		

		X



		NANC 426 – Provider Modify Request Data to the SOA from Mass Updates

Existing test case, NANC 68-1, an existing test case has been updated for the purposes of testing this feature.



		TOTALS

		465

		460

		314

		101

		400

		125
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NANC TBD - NPAC support of IPv6.docx
NANC TBD, NPAC Support for CMIP over TCP/IPv6

Origination Date:  11/01/2011

Originator:  Neustar

[bookmark: _Toc72227019]Change Order Number:  NANC 447

Description:  NPAC Support for CMIP over TCP/IPv6

Status:  New

Key Words:  CMIP

Functionally Backward Compatible:  Yes



IMPACT/CHANGE ASSESSMENT

		FRS

		IIS

		GDMO

		ASN.1

		NPAC

		SOA

		LSMS



		Y

		Y

		Y

		Y

		Y

		Y

		Y







Business Need:

Currently the NPAC supports IPv4 as the Internet addressing protocol.  Due to various corporate initiatives, several Service Providers have inquired about the desire and timeline of the NPAC supporting IPv6 addresses.  The purpose of this change order is to request analysis to determine the feasibility and timing of adding support for IPv6.

What is IPv6?

IPv6 network protocol is the successor to IPv4, the Internet addressing protocol which has been used for many years since the early days of the Internet.  When the Internet was first established, it was a research network and the addressing was limited.  It was never thought that it would be used to connect everything from a mobile phone to a hi-fi or refrigerator.  Opinions vary greatly but current estimates indicate that we will run out of available IPv4 based addresses in the next few years. IPv6 solves this problem and also introduces new features to improve how the Internet works.  The current IPv4 address space contains 232 or approximately 4.3 billion addresses.  The number of addresses offered by IPv6 is 2128 or approximately 340 undecillion (3.4 x 1038 or 340 trillion networks of one trillion addresses each).

Links for more info on IPv6:

http://en.wikipedia.org/wiki/IPv6

http://www.networkdictionary.com/networking/IPv6vsIPv4.php

How does this affect the NPAC?

Currently, all network communication between service providers and the NPAC (i.e., SOA, LSMS, LTI, web sites, email, etc.) use IPv4 addresses.  In addition to network routing, there is an IPv4 address embedded in the NSAP (Network Service Access Point) used by the OSI stack.  This means there must be changes made for the LNP systems (NPAC, SOA, and LSMS) to use IPv6.





Description of Change:



To facilitate a transition from IPv4 to IPv6 the NPAC should use a dual-stack approach, allowing providers to migrate their networks on their corporate timetable.





FRS:



IIS:



GDMO:



ASN.1:
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NANC 372 - Alternative NPAC Interface - 2012-02-29.docx
NANC 372, SOA/LSMS Interface Protocol Alternatives, (V1)

Origination Date:  11/15/2002

Originator:  Bellsouth

[bookmark: _Toc72227019]Change Order Number:  NANC 372

Description:  SOA/LSMS Interface Protocol Alternatives

Functionally Backward Compatible:  No



IMPACT/CHANGE ASSESSMENT

		FRS

		IIS

		GDMO

		ASN.1

		NPAC

		SOA

		LSMS



		Y

		Y

		N

		N

		Y

		Y

		Y







Business Need:

Currently the only interface protocol supported by the SOA-to-NPAC interface and NPAC-to-LSMS interface is CMIP.  The purpose of this change order is to request analysis be done to determine the feasibility of adding other protocol support such as CORBA or XML.  The primary reasons for looking into a change would be, 1.) Performance, and 2.) Implementation complexity.



Description of Change:

Dec ’02 LNPAWG, after a brief introduction, the group agreed to discuss this change order in January ’03 in the new Architecture Planning Team meeting.



Jan ’03 APT, discussion:

The team began with a discussion on the CMIP Alternative Business Need in order to determine if we need to improve CMIP or identify an alternative.

· Dave Cochran, BellSouth and the originator of NANC Change Order 372, discussed potential drivers and cited:

· Cost of maintaining internal CMIP interface expertise and resources

· Ability to take advantage of in-house expertise for some of the newer architectures, e.g., CORBA, XML, JAVA, J2E

· It was stated that CMISE was considered a reasonable protocol for managing network elements in the mid-1990s due to its flexibility.

· LNP rules include encryption/decryption functionality.  We need to discuss authentication and associated issues.

· It was mentioned that if lowering the level of encryption is identified as a benefit for a new protocol, we should also consider that for CMIP.

· CMIP is a very robust protocol for describing and managing network elements, but where that robustness begins to become burdensome is subjective.

· We need to keep in mind that we need a real-time interface.





Feb ’03 APT, discussion:

Dave Cochran, BellSouth, will be providing more input (business drivers, data, operational feedback, etc.) to facilitate further discussion.  Sub-tasks still need to be prioritized.



Dec ’03 APT, discussion:

No further discussion at this time.  Leave off list of change orders discussed during the APT meeting.



Jan ’07 APT, discussion:

The APT was activated during the Nov ’06 LNPAWG meeting.  No discussion on alternative interfaces took place during that meeting, but change orders (including 372) were reviewed during the Jan ’07 meeting.  The brief discussion included:  CMIP-to-XML/SOAP -- It was asked if there is a business need to transition from CMIP to XML/SOAP.  It was suggested that since we are tunneling XML into CMIP, we should explore the future evolution of the interface.  Service Providers are to discuss internally any drivers for moving from CMIP to XML/SOAP for the SOA and LSMS interfaces including the impact of increasing the size of messages.



Mar ’07 APT, discussion:

More discussion took place regarding an additional NPAC interface using XML/SOAP.  For the May ’07 meeting, Service Providers and vendors are to bring any additional data or information to share with the group.



May ’07 APT, discussion:

1.  The IT industry is generally moving towards an XML/SOAP interface.  However, there are performance issues and questions.  Message size would be greatly increased.  Need to investigate compression capabilities.

2.  It will be worth pursuing for the long term.  Not sure what is next step.  Need to find a business driver for pursuing this.

3.  The WICIS transfer is planning on implementing a flash-cut to XML (Sep ’08).  Plan is to continue to support CORBA interface for testing purposes only.  Keep this in mind when planning the NPAC implementation.

4.  The group will discuss more during the Jul ’07 mtg, including pros/cons analysis, LOE, and any input on the business case.



Jul ’07 APT, discussion:

1.  In response to May ’07 #3 above, a question was asked about the ATIS decision to move WICIS from CORBA to XML/SOAP.  It was explained that the major driver for the ATIS recommendation was to consolidate the various systems onto a single interface type (XML/SOAP), and not necessarily specific to WICIS.  It was also mentioned that the NPAC would be supporting two interface types by adding XML/SOAP, since both CMIP and XML/SOAP would need to be supported on the NPAC for the foreseeable future.  Sunsetting of the CMIP interface (and only having the XML/SOAP interface) was briefly discussed, but it was also mentioned that the industry has never sunset any previous NPAC functionality.

2.  All Service Providers will investigate internally whether or not their companies are moving towards XML/SOAP, and whether or not they support the ATIS position of consolidating interface types towards XML/SOAP.  This will be discussed at the Sep ’07 meeting, to gauge industry interest in developing an XML/SOAP interface for the NPAC.



Sep ’07 APT, discussion:

1.  Deb Tucker, VZW, provided the historical info (from multiple ATIS documents) for ATIS and the single interface item.  The current situation for most Service Providers is that new systems are going with XML and legacy systems stay on their existing protocols based on each company’s cost/benefit analysis.  The group agreed to continue to discuss this item in future meetings.  From the NPAC perspective, support for both interfaces is required since a flash cut cannot be assumed.

2.  Given the APT’s charter, the correct way to look at this change order is from an architecture perspective.  Several items to consider:  messaging (continue to use a session approach like CMIP, or an approach like web-services where it’s set up then broken down when the message is done?), security (how does it change with a web services approach?), message content/architecture (same messages used today with CMIP will be used for XML?), performance/message compression, business rules/error handling, efficiencies in data model (e.g., having DPC at the LRN level), audits (the effect on large messages).

3.  Business Case.  Need to get to the point where the group can either build or not build a strong business case.  May need a document to define an XML/SOAP interface which would help answer the question on the business case.  Security will be the first issue discussed at the Nov ’07 meeting.



Nov ’07 APT, discussion:

1.  The wireless group has been discussing this.  They will summarize their recent discussion, and forward some relevant bullet points on to the Architecture team.  These bullet points will be used as starting point discussions.

2.  The group will further discuss dedicated link versus VPN (http/https.  Private network/public network), IP security, .data security (encryption).



Mar ’08 APT, discussion:

Wireless service providers may have additional input after WICIS 4.0 implementation in Sep ’08.



Sep ’11 APT, discussion:

Discussion began again about moving to a different protocol (e.g., XML) in the NPAC, as this could be a driver to move to support IPv6.  The group agreed to review 372 and come to the November meeting prepared to discuss.



Nov ’11 APT, discussion:

The group reviewed the following slide deck, and began more detailed discussions.







Jan ’12 APT, discussion:

As part of our ongoing discussion on NANC 372 – Alternate NPAC Interface, Neustar agreed to put together a list of questions to assist providers with discussions within your company.  As part of Action Item 110911-APT-02 please review these internally and provide responses for our NANC 372 discussion in the January 2012 LNPA WG APT meeting.

Areas where decisions need to be made by LNPA WG:

1. Should the interface protocol be SOAP or HTTPS?

2. Should the interface data encoding be XML or JSON?

3. Should the interface be connection-oriented or connection-less?

4. Should the interface be session based (like the CMIP interface) or single request (like most web traffic)?

5. Should this be a push interface (like the CMIP interface) or should it be a pull/poll interface where providers ask the NPAC if there are any new transactions/messages for them?

6. Should the interface security be a digital signature (like CMIP) or HTTPS where the entire message is encrypted including client authentication?

7. Should recovery of missed data be SWIM based (like CMIP) or should the NPAC constantly attempt to send until successful delivery?

8. How can create/modify/delete notifications be enhanced to make them more efficient?

Current working assumptions:

1. SOA functionality will be implemented.

2. LSMS functionality will be implemented.

3. The interface protocol will be HTTPS.

4. The data encoding will be XML.

5. The interface will be connection-less.

6. The interface will be session-less based (authentication on each request).

7. The interface will push messages in real time.

8. Security will be HTTPS where NPAC generated keys are distributed to SOAs/LSMSs.

9. Recovery will be enhanced to deliver messages until successful.

10. Notifications will be enhanced for efficiency.



After the Jan ’12 APT and in preparation for the Mar ’12 APT, the following was added to document the discussion.



Interface Protocol – include SOAP envelop or use just straight HTTPS.  Current Working Assumption:  interface protocol will be HTTPS.

Given today’s computing environment, an interface protocol using HTTPS is the working assumption because it is widely used today.  The extra step of using a SOAP envelop is not considered to be necessary.

Data Encoding – XML or JSON.  Current Working Assumption:  data encoding will be XML.

XML is widely used throughout the software industry and people resources are more readily available.  This addresses one of the business needs of this change order which is to minimize implementation complexity.  JSON is the newest technology.  However, since it is newer, there are not as many development tools available nor is it as widely known.



Connection.  Current Working Assumption:  interface will be connection-less.

The current CMIP interface is connection oriented.  The SOA/LSMS initiates a connection (called an “association”) to the NPAC.  The NPAC never initiates a connection.  Once a connection is established, requests/responses (i.e., messages) can be sent as long as the connection remains active, which is until the SOA/LSMS unbinds or the association is aborted.

In a connection-less environment, each request establishes a connection (opens a port), sends the message, gets an acknowledgement, then tears down the connection (closes the port).  

Benefits to connection-less include:

· No need to maintain any state information.

· Stale connections are eliminated, and no need to implement heartbeat messages to ensure the connection is still available.

This also follows the paradigm of normal HTTP traffic.  In addition to the client that makes requests, the local system would also implement a server to process responses.  The request and the response would be tied together with something such as an invoke-ID.



Session.  Current Working Assumption:  interface will be session-less.

In a session-based environment (e.g., online banking where you log in and validate your credentials), information is placed in your browser cache or a cookie (e.g., a key or token) that gets transmitted with every subsequent request for the duration of the session, such that you are validated from your initial login information, and do not need to re-validate each time.  The server side maintains state information.

In a session-less environment, each request contains security validation.  There are options for authentication of each request, such as a certificate that resides in the client, and the client would include a portion of that certificate in order for the server to validate the requestor.  Another option is a security key that is exchanged on each request.  This approach removes the need to link a period of time to the session between the SOA/LSMS and the NPAC.





Benefits to session-less include:

· A load-balancer can be used to manage workload.  This provides flexibility in the hardware configuration for both the NPAC (multiple SOAs and multiple LSMSs in each region) and the local system (across multiple regions) in a web-services environment.

· No need to maintain any state information.  This allows flexibility in the processing of a request since it is not associated to a specific session.



Push/Pull.  Current Working Assumption:  interface will push messages in real-time.

The current CMIP interface is push oriented.  Whether originating from the SOA/LSMS or the NPAC, whenever a message needs to be sent, it is “pushed” out by the originator (Client, in CMIP called a Manager).  In order for this to work, each side needs to have both a Client (CMIP Manager) and a Server (CMIP Agent), since only the Client can initiate a request.

In a pull/poll environment, the SOA/LSMS will always be the Client, and the NPAC will always be the Server.  The SOA/LSMS will periodically (e.g., every 5 seconds) ask the NPAC if there are any new transactions/messages for the local system.  The implementation of pull/poll might be easier (e.g., only a Client is required), however pull/poll will introduce unnecessary messages (may not be any new work to perform during that interval), and may require additional authentication for each pull/poll.



Interface Security.  Current Working Assumption:  security will be HTTPS where NPAC generated keys are distributed to SOAs/LSMSs.

The current CMIP interface uses a digital signature for each message/request.  Once a secure association is established, messages are sent in binary encoded format.

In an HTTPS environment the entire message will be encrypted including some form of client authentication for each and every message.



Recovery.  Current Working Assumption:  recovery will be enhanced to deliver messages until successful.

The current CMIP interface uses a SWIM-based or time-based recovery method (SWIM = Send What I Missed).  This requires the SOA/LSMS to request the recovery of missed messages.  The queries related to recovery processing can be resource-intensive for both the NPAC and the SOA/LSMS.

Alternatively, in a “successful delivery” method, the NPAC would continue to send missed messages (tunable interval) until delivery is successful.  This method would simplify the implementation and complexity of the system.  Successful delivery would maintain a queue, and only send messages if the SOA/LSMS is accepting messages (existing NPAC functionality for Out-Bound Flow Control would limit the number of unresponded-to messages that have been sent).  Another related option that can be considered is a message from the SOA/LSMS that indicates “I’m back online, go ahead and start sending now”.






XML Examples:



ActivateRequest – XML Example

<?xml version="1.0" encoding="UTF-8"?>

<SOAMessage xmlns="urn:npac:lnp:1.0" xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">

    <messageHeader>

        <service_prov_id>SP01</service_prov_id>

        <invoke_id>12345</invoke_id>

        <message_date_time>2001-12-17T09:30:47.0Z</message_date_time>

    </messageHeader>

    <messageContent>

        <SOAtoNPAC>

            <ActivateRequest>

                <subscription_version_key>

                    <version_id>1000</version_id>

                </subscription_version_key>

            </ActivateRequest>

        </SOAtoNPAC>

    </messageContent>

</SOAMessage>





[bookmark: _Toc182709647][bookmark: _Toc192226969]ActivateReply – XML Example

<?xml version="1.0" encoding="UTF-8"?>

<SOAMessage xmlns="urn:npac:lnp:1.0" xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">

    <messageHeader>

        <service_prov_id>SP01</service_prov_id>

        <invoke_id>12345</invoke_id>

        <message_date_time>2001-12-17T09:30:47.0Z</message_date_time>

    </messageHeader>

    <messageContent>

        <NPACtoSOA>

            <ActivateReply>

                <status>failed</status>

                <error_reason>

                    <error_number>1234</error_number>

                </error_reason>

            </ActivateReply>

        </NPACtoSOA>

    </messageContent>

</SOAMessage>





[bookmark: _Toc182709694][bookmark: _Toc192227010]SVCreateDownload – XML Example

<?xml version="1.0" encoding="UTF-8"?>

<LSMSMessage xmlns="urn:npac:lnp:1.0" xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">

    <messageHeader>

        <service_prov_id>SP01</service_prov_id>

        <invoke_id>12345</invoke_id>

        <message_date_time>2001-12-17T09:30:47.0Z</message_date_time>

    </messageHeader>

    <messageContent>

        <NPACtoLSMS>

            <SVCreateDownload>

                <subscription_tn_version_id>

                    <tn>5555551234</tn>

                    <version_id>1000</version_id>

                </subscription_tn_version_id>

                <subscription_data>

                    <subscription_new_sp>SP01</subscription_new_sp>

                    <subscription_activation_timestamp>2001-12-17T07:30:47.0Z</subscription_activation_timestamp>

                    <subscription_lrn>70311122222</subscription_lrn>

                    <subscription_class_dpc>111011022</subscription_class_dpc>

                    <subscription_class_ssn>000</subscription_class_ssn>

                    <subscription_lidb_dpc>111011022</subscription_lidb_dpc>

                    <subscription_lidb_ssn>000</subscription_lidb_ssn>

                    <subscription_cnam_dpc>111011022</subscription_cnam_dpc>

                    <subscription_cnam_ssn>000</subscription_cnam_ssn>

                    <subscription_end_user_location_value>1000

                                 </subscription_end_user_location_value>

                    <subscription_end_user_location_type>04</subscription_end_user_location_type>

                    <subscription_billing_id>1234</subscription_billing_id>

                    <subscription_lnp_type>lspp</subscription_lnp_type>

                    <subscription_download_reason>new</subscription_download_reason>

                    <subscription_sv_type>wireline</subscription_sv_type>

                    <subscription_optional_data>ALTSPID=”2222”</subscription_optional_data>

                </subscription_data>

            </SVCreateDownload>

        </NPACtoLSMS>

    </messageContent>

</LSMSMessage>





[bookmark: _Toc192227000]DownloadReply – XML Example

<?xml version="1.0" encoding="UTF-8"?>

<LSMSMessage xmlns="urn:npac:lnp:1.0" xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">

    <messageHeader>

        <service_prov_id>SP01</service_prov_id>

        <invoke_id>12345</invoke_id>

        <message_date_time>2001-12-17T09:30:47.0Z</message_date_time>

    </messageHeader>

    <messageContent>

        <LSMStoNPAC>

            <DownloadReply>

                <status>success</status>

                <lsms_completion_ts>

                    <version_id>1000</version_id>

                    <completion_ts>2001-12-17T07:30:47.0Z</completion_ts>

                    <download_reason>new</download_reason>

                </lsms_completion_ts>

            </DownloadReply>

        </LSMStoNPAC>

    </messageContent>

</LSMSMessage>





[bookmark: _Toc182709611][bookmark: _Toc192226933]AttributeValueChangeNotification – XML Example

<?xml version="1.0" encoding="UTF-8"?>

<SOAMessage xmlns="urn:npac:lnp:1.0" xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">

    <messageHeader>

        <service_prov_id>SP01</service_prov_id>

        <invoke_id>12345</invoke_id>

        <message_date_time>2001-12-17T09:30:47.0Z</message_date_time>

    </messageHeader>

    <messageContent>

        <NPACtoSOA>

            <AttributeValueChangeNotification>

                <tn_version_id>

                    <single_version>

                        <tn>5512342345</tn>

                        <version_id>1000</version_id>

                    </single_version>

                </tn_version_id>

                <ObjectInfo>

                    <subscription_status>active</subscription_status>

                </ObjectInfo>

            </AttributeValueChangeNotification>

        </NPACtoSOA>

    </messageContent>

</SOAMessage>





[bookmark: _Toc182709592][bookmark: _Toc192226923]NotificationReply – XML Example

<?xml version="1.0" encoding="UTF-8"?>

<SOAMessage xmlns="urn:npac:lnp:1.0" xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">

    <messageHeader>

        <service_prov_id>SP01</service_prov_id>

        <invoke_id>12345</invoke_id>

        <message_date_time>2001-12-17T09:30:47.0Z</message_date_time>

    </messageHeader>

    <messageContent>

        <SOAtoNPAC>

            <NotificationReply>

                <status>success</status>

            </NotificationReply>

        </SOAtoNPAC>

    </messageContent>

</SOAMessage>










FRS:

TBD.





IIS:

TBD.





GDMO:

TBD.





ASN.1:

None.





XML:

TBD.





M&P:

TBD.
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NANC 372 Business Need


Development of applications that use the CMIP protocol typically require specialized senior resources


Web development resources for XML are typically more common


Analysis and problem diagnosis with XML is less complex


Tools required for development and analysis of XML are less expensive and in most cases open source


For HTTP/XML there are no application level changes for support of IPv6


CMIP requires the OSI stack and the CMIP toolkit support IPv6


Potentially support multiple delivery endpoints in the providers network


Potentially support multiple request endpoints in the providers network


2








NANC 372 Potential Interface Improvements


Notification delivery strategy


Allow requestor to determine what notifications they receive


Recovery strategy


Send messages repeatedly until they are successfully delivered


Performance improvements using encryption hardware designed for high volume traffic


Message efficiency examples:


Combine the create and activate request for intra-provider ports


Create multiple network objects (NPA-NXX, LRN) in a single request via a list or range


Create multiple SVs in a single request via a list


Activation of multiple SVs in a single request via a list
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NANC 372 Interface Design


Existing SOA and LSMS interface functionality will be implemented


Including any LNPAWG optimizations and changes


Should the interface be session based or stateless?


Should the interface operate as:


Synchronous request response or


Request then acknowledgement followed by an asynchronous response and then acknowledgement? 


How does messaging from the CMIP interface affect/interact with the XML interface and vice-versa?


Should the interface be a push (same as CMIP) or pull?
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NANC 372 Topics for Future Meetings


XML interface security


HTTPS


Certificates


Digital signature


XML interface message efficiency


XML interface functionality improvements


Impacts of migration to the new interface


5
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SOA LSMSNPAC


HTTPS


SOA Client


1. Open port


     (for session-less message)


2. Send XML ActivateRequest


     (with security validation)


3. Receive Ack from NPAC


4. Close port
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NPAC LSMSsOld SP


New SP Sends Activate Request


(ActivateRequest)


NPAC sets SV state to 


“Sending” 
NPAC Responds to Recipient


(ActivateReply)


NPAC Sends Activate Broadcast of SV 


to each LSMS


(SVCreateDownload)


Each LSMS Responds to the Broadcast


(DownloadReply)


NPAC Sends “Active” Notification to New SP


(AttributeValueChangeNotification)


NPAC sets SV state to “Active” 


New SP Responds to Notification


(NotificationReply)


NPAC Sends “Active” Notification to Old SP


(AttributeValueChangeNotification)


Old SP Responds to Notification


(NotificationReply)
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NANC 372 Discussion Questions.docx
As a part of our ongoing discussion on NANC 372 – Alternate NPAC Interface, Neustar agreed to put together a list of questions to assist providers with discussions within your company.  As a part of Action Item 110911-APT-02 please review these internally and provide responses for our NANC 372 discussion in the January 2012 LNPA WG APT meeting.



Current working assumptions:



1. SOA and LSMS functionality will be implemented.

1. The interface protocol will be HTTPS and the data encoding will be XML

1. The interface will be non-session based (authentication on each request).

1. The interface will be connection-less.

1. The interface will push messages in real time.

1. Security will be HTTPS where NPAC generated key are distributed to providers.

1. Recovery will be enhanced to deliver messages until successful.



Areas where decisions need to be made by LNPA WG:



1. Should the interface protocol be SOAP or HTTPS?

1. Should the interface data encoding be XML or JSON?

1. Should the interface be connection oriented or connection-less?

1. Should the interface be session based (like the CMIP interface) or single request (like most web traffic)?

1. Should this be a push interface (like the CMIP interface) or should it be a pull/poll interface where providers ask the NPAC if there are any new transactions/messages for them?

1. Should the interface security be a digital signature (like CMIP) or HTTPS where the entire message is encrypted including client authentication?

1. Should recovery of missed data be SWIM based (like CMIP) or should the NPAC constantly attempt to send until successful delivery?

1. How can create/modify/delete notifications be enhanced to make them more efficient?
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JANUARY 10, 2012 LNPA WORKING GROUP APT ACTION ITEMS ASSIGNED:



NOTE:  FOR THE FOLLOWING ACTION ITEMS THIS NUMBERING SCHEME APPLIES:

· FIRST TWO DIGITS DESIGNATE THE MONTH OF THE LNPA WG  MEETING/CALL

· SECOND TWO DIGITS DESIGNATE THE DAY OF THE LNPA WG MEETING/CALL

· THIRD TWO DIGITS DESIGNATE THE YEAR OF THE LNPA WG MEETING/CALL

· ALPHA CHARACTERS INDICATE WHETHER ACTION ITEM WAS ASSIGNED TO APT (“APT”) OR FULL LNPA WG (“LNPAWG”)

· LAST TWO DIGITS DESIGNATE THE ACTION ITEM NUMBER



NEUSTAR ACTION ITEMS:



011012-APT-01:  Neustar will send a message out over the Cross-Regional distribution

list indicating that support of non-EDR will sunset at the end of 2Q2012.  In that notification, Neustar will describe the implications, e.g., no pooled SVs in BDDs, and ask if any entities are currently requesting BDDs with pooled SVs.  



011012-APT-02:  Neustar will expand the text in NANC 372 – Alternative Interface – 

based on current working assumptions agreed to at the January 2012 LNPA WG meeting for review and discussion at the March 2012 LNPA WG meeting.



ACTION ITEMS REMAINING OPEN FROM PREVIOUS APT MEETINGS:



NOTE:  FOR THE FOLLOWING ACTION ITEMS THIS NUMBERING SCHEME APPLIES:

· FIRST TWO DIGITS DESIGNATE THE MONTH OF THE LNPA WG  MEETING/CALL

· SECOND TWO DIGITS DESIGNATE THE DAY OF THE LNPA WG MEETING/CALL

· THIRD TWO DIGITS DESIGNATE THE YEAR OF THE LNPA WG MEETING/CALL

· LAST TWO DIGITS DESIGNATE THE ACTION ITEM NUMBER



051011-16:  Neustar and Telcordia will create a list of Vendor (ITP) and Service Provider

regression test cases, identify which are Vendor (ITP) and which are regression or which are both, determine which are conditional, and which apply to the following four categories:

1. New Service Provider and New Vendor,

2. New Service Provider and Experienced Vendor,

3. Experienced Service Provider and New Vendor,

4. Experienced Service Provider and Experienced Vendor.



The status of this work effort will be provided on the June 14, 2011 APT conference call and at the APT portion of the July 2011 LNPA WG meeting.



January 10, 2012 meeting update:  Item remains Open and ongoing.  At the July 12, 2011 APT meeting, a sub-team was formed made up of John Nakamura (Neustar and sub-team lead), Jim Rooks (Neustar), Pat White (Telcordia), Lisa Marie Maxson (Telcordia), John Malyar (Telcordia), Kayla Sharbaugh (Telcordia), Suzanne Addington (Sprint Nextel), Karen Fahrenbruch (CenturyLink), Renee Dillon (AT&T Mobility), Linda Peterman (Earthlink), Jim Seigler (DSET), and Gary Sacra (Verizon).  Separate conference calls are being held to review and revise the test plans.



NOTE:  FOR THE FOLLOWING ACTION ITEMS THIS NUMBERING SCHEME APPLIES:

· FIRST TWO DIGITS DESIGNATE THE MONTH OF THE LNPA WG  MEETING/CALL

· SECOND TWO DIGITS DESIGNATE THE DAY OF THE LNPA WG MEETING/CALL

· THIRD TWO DIGITS DESIGNATE THE YEAR OF THE LNPA WG MEETING/CALL

· ALPHA CHARACTERS INDICATE WHETHER ACTION ITEM WAS ASSIGNED TO APT (“APT”) OR FULL LNPA WG (“LNPAWG”)

· LAST TWO DIGITS DESIGNATE THE ACTION ITEM NUMBER



091311-APT-02:  As a part of the effort to review and update the Vendor ITP and Service

Provider Turn-up Test Plans, the APT Test Plan Sub-team will identify to the full LNPA WG any functionality that is recommended for consideration to be sunsetted.



January 10, 2012 meeting update:  Item remains Open.



110911-APT-03:  Service Providers are to come to the January 2012 LNPA WG APT

meeting prepared to discuss NANC 372 – Alternative Interface – and provide any available internal feedback on the attached key questions provided by Neustar.  See related Action Item 110911-APT-02





		



January 10, 2012 meeting update:  Item remains Open.
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As a part of our ongoing discussion on NANC 372 – Alternate NPAC Interface, Neustar agreed to put together a list of questions to assist providers with discussions within your company.  As a part of Action Item 110911-APT-02 please review these internally and provide responses for our NANC 372 discussion in the January 2012 LNPA WG APT meeting.





Current working assumptions:





1. SOA and LSMS functionality will be implemented.


1. The interface protocol will be HTTPS and the data encoding will be XML


1. The interface will be non-session based (authentication on each request).


1. The interface will be connection-less.


1. The interface will push messages in real time.


1. Security will be HTTPS where NPAC generated key are distributed to providers.


1. Recovery will be enhanced to deliver messages until successful.





Areas where decisions need to be made by LNPA WG:





1. Should the interface protocol be SOAP or HTTPS?


1. Should the interface data encoding be XML or JSON?


1. Should the interface be connection oriented or connection-less?


1. Should the interface be session based (like the CMIP interface) or single request (like most web traffic)?


1. Should this be a push interface (like the CMIP interface) or should it be a pull/poll interface where providers ask the NPAC if there are any new transactions/messages for them?


1. Should the interface security be a digital signature (like CMIP) or HTTPS where the entire message is encrypted including client authentication?


1. Should recovery of missed data be SWIM based (like CMIP) or should the NPAC constantly attempt to send until successful delivery?


1. How can create/modify/delete notifications be enhanced to make them more efficient?
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MARCH 13, 2012 LNPA WORKING GROUP APT ACTION ITEMS ASSIGNED:



NOTE:  FOR THE FOLLOWING ACTION ITEMS THIS NUMBERING SCHEME APPLIES:

· FIRST TWO DIGITS DESIGNATE THE MONTH OF THE LNPA WG  MEETING/CALL

· SECOND TWO DIGITS DESIGNATE THE DAY OF THE LNPA WG MEETING/CALL

· THIRD TWO DIGITS DESIGNATE THE YEAR OF THE LNPA WG MEETING/CALL

· ALPHA CHARACTERS INDICATE WHETHER ACTION ITEM WAS ASSIGNED TO APT (“APT”) OR FULL LNPA WG (“LNPAWG”)

· LAST TWO DIGITS DESIGNATE THE ACTION ITEM NUMBER



NEUSTAR ACTION ITEMS:



031312-APT-01:  Neustar will revise the attached SOW 24 testing requirements based on

changes discussed at the March 13, 2012 APT meeting for review at the May 8, 2012 APT meeting.







031312-APT-02:  Neustar will add a note in the attached NANC 447 Change Order

 	stating that dual stacks (IPv4 and IPv6) will be supported







031312-APT-03:  Neustar will contact directly those users that request BDDs with pooled

SVs to let them know that support of non-EDR will sunset at the end of 2Q2012.  Neustar will provide feedback at the May 8, 2012 APT meeting.



031312-APT-04:  Regarding NANC 372 – Alternative NPAC Interface – Neustar will

create a tracking document of key questions that need answered and what decisions are made in order to focus our ongoing discussions.  Pros and cons of each needed decision will be included in the document, e.g., JSON vs. XML.



ACTION ITEMS REMAINING OPEN FROM PREVIOUS APT MEETINGS:



NOTE:  FOR THE FOLLOWING ACTION ITEMS THIS NUMBERING SCHEME APPLIES:

· FIRST TWO DIGITS DESIGNATE THE MONTH OF THE LNPA WG  MEETING/CALL

· SECOND TWO DIGITS DESIGNATE THE DAY OF THE LNPA WG MEETING/CALL

· THIRD TWO DIGITS DESIGNATE THE YEAR OF THE LNPA WG MEETING/CALL

· LAST TWO DIGITS DESIGNATE THE ACTION ITEM NUMBER



051011-16:  Neustar and Telcordia will create a list of Vendor (ITP) and Service Provider

regression test cases, identify which are Vendor (ITP) and which are regression or which are both, determine which are conditional, and which apply to the following four categories:

1. New Service Provider and New Vendor,

2. New Service Provider and Experienced Vendor,

3. Experienced Service Provider and New Vendor,

4. Experienced Service Provider and Experienced Vendor.



The status of this work effort will be provided on the June 14, 2011 APT conference call and at the APT portion of the July 2011 LNPA WG meeting.



March 13, 2012 meeting update:  Item remains Open and ongoing.  At the July 12, 2011 APT meeting, a sub-team was formed made up of John Nakamura (Neustar and sub-team lead), Jim Rooks (Neustar), Pat White (Telcordia), Lisa Marie Maxson (Telcordia), John Malyar (Telcordia), Kayla Sharbaugh (Telcordia), Suzanne Addington (Sprint Nextel), Karen Fahrenbruch (CenturyLink), Renee Dillon (AT&T Mobility), Linda Peterman (Earthlink), Jim Seigler (DSET), and Gary Sacra (Verizon).  Separate conference calls are being held to review and revise the test plans.



NOTE:  FOR THE FOLLOWING ACTION ITEMS THIS NUMBERING SCHEME APPLIES:

· FIRST TWO DIGITS DESIGNATE THE MONTH OF THE LNPA WG  MEETING/CALL

· SECOND TWO DIGITS DESIGNATE THE DAY OF THE LNPA WG MEETING/CALL

· THIRD TWO DIGITS DESIGNATE THE YEAR OF THE LNPA WG MEETING/CALL

· ALPHA CHARACTERS INDICATE WHETHER ACTION ITEM WAS ASSIGNED TO APT (“APT”) OR FULL LNPA WG (“LNPAWG”)

· LAST TWO DIGITS DESIGNATE THE ACTION ITEM NUMBER



091311-APT-02:  As a part of the effort to review and update the Vendor ITP and Service

Provider Turn-up Test Plans, the APT Test Plan Sub-team will identify to the full LNPA WG any functionality that is recommended for consideration to be sunsetted.



March 13, 2012 meeting update:  Item remains Open.
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NANC TBD, NPAC Support for CMIP over TCP/IPv6


Origination Date:  11/01/2011


Originator:  Neustar


[bookmark: _Toc72227019]Change Order Number:  NANC TBD


Description:  NPAC Support for CMIP over TCP/IPv6


Status:  New


Key Words:  CMIP


Functionally Backward Compatible:  Yes





IMPACT/CHANGE ASSESSMENT


			FRS


			IIS


			GDMO


			ASN.1


			NPAC


			SOA


			LSMS





			Y


			Y


			Y


			Y


			Y


			Y


			Y











Business Need:


Currently the NPAC supports IPv4 as the Internet addressing protocol.  Due to various corporate initiatives, several Service Providers have inquired about the desire and timeline of the NPAC supporting IPv6 addresses.  The purpose of this change order is to request analysis to determine the feasibility and timing of adding support for IPv6.


What is IPv6?


IPv6 network protocol is the successor to IPv4, the Internet addressing protocol which has been used for many years since the early days of the Internet.  When the Internet was first established, it was a research network and the addressing was limited.  It was never thought that it would be used to connect everything from a mobile phone to a hi-fi or refrigerator.  Opinions vary greatly but current estimates indicate that we will run out of available IPv4 based addresses in the next few years. IPv6 solves this problem and also introduces new features to improve how the Internet works.  The current IPv4 address space contains 232 or approximately 4.3 billion addresses.  The number of addresses offered by IPv6 is 2128 or approximately 340 undecillion (3.4 x 1038 or 340 trillion networks of one trillion addresses each).


Links for more info on IPv6:


http://en.wikipedia.org/wiki/IPv6


http://www.networkdictionary.com/networking/IPv6vsIPv4.php


How does this affect the NPAC?


Currently, all network communication between service providers and the NPAC (i.e., SOA, LSMS, LTI, web sites, email, etc.) use IPv4 addresses.  In addition to network routing, there is an IPv4 address embedded in the NSAP (Network Service Access Point) used by the OSI stack.  This means there must be changes made for the LNP systems (NPAC, SOA, and LSMS) to use IPv6.








Description of Change:





To facilitate a transition from IPv4 to IPv6 the NPAC should use a dual-stack approach, allowing providers to migrate their networks on their corporate timetable.








FRS:





IIS:





GDMO:





ASN.1:
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2.6  Requirements for Interoperability Testing  


Interoperability Testing (“ITP”) must be performed on a SOA/LSMS developer's software anytime that a change is made to the interface (GDMO or ASN.1) of either the NPAC SMS or the Developer's SOA/LSMS.  In the event that the interface change is initiated by the NPAC SMS, the SOA/LSMS developers shall perform ITP on each version of SOA/LSMS software that may potentially be used by Users with the new NPAC SMS interface.


The following outlines the required level of testing for specific scenarios:


(a) When a local product (SOA/LSMS) is compiled with the current interface model, and a new local feature (SOA/LSMS feature) is implemented that does NOT involve a change in the use of the interface model, and the NPAC SMS is compiled with the current model, then no ITP testing is required.


(b) When a local product is compiled with the current interface model, and no new local features implemented, and the NPAC SMS is compiled with the new interface model, then ITP testing is required [standard regression test cases].


(c) When a local product is compiled with the new interface model, and no new local features implemented, and the NPAC SMS is compiled with the new interface model, then ITP testing is required [standard regression test cases].


(d) When a local product is compiled with the new interface model, and new local features are implemented that involve the interface, and the NPAC SMS is compiled with the new interface model, then ITP testing is required [standard regression test cases and new functionality test cases].


(e) When a local product is compiled with the current interface model, and new local features are implemented that involve the interface, and the NPAC SMS is compiled with the current model, then ITP testing is required [new functionality test cases].  (Note that the regression test cases would have been addressed when the vendor upgraded the local product to the current version of the interface model.)


(f) When the operating system software of a local product (i.e., a SOA or LSMS that connects to the NPAC SMS) is upgraded, and this results in any OSI stack or CMIP toolkit change, then ITP testing is required [standard regression test cases].


(g) When the operating system of a local product (i.e., a SOA or LSMS that connects to the NPAC SMS) is changed (e.g. OS vendor A to OS vendor B), then ITP testing is required [standard regression test cases].


2.7  Requirements for Turn-Up Testing


Turn-Up Testing, which includes new NPAC SMS software release functionality testing and regression testing, must be performed on a Service Provider’s SOA/LSMS software anytime that a change is made to the interface (GDMO or ASN.1) of the NPAC SMS.  In the event that the interface change is initiated by the NPAC SMS, the Users shall perform Turn-Up Testing on each version of SOA/LSMS software that may potentially be used with the new NPAC SMS interface.


The following outlines the required level of testing for specific scenarios:


(h) When a local product (SOA/LSMS) is compiled with the current interface model, and a new local feature (SOA/LSMS feature) is implemented that does NOT involve a change in the use of the interface model, and the NPAC SMS is compiled with the current model, then Turn-Up Testing is optional.  Test cases to be performed at the discretion of User. [standard regression test cases].


(i) When a local product is compiled with the current interface model, and no new local features are implemented that involve the interface, and the NPAC SMS is compiled with the new interface model, then Turn-Up Testing is required [standard regression test cases].


(j) When a local product is compiled with the new interface model, and no new local features are implemented that involve the interface, and the NPAC SMS is compiled with the new interface model, then Turn-Up Testing is required [standard regression test cases].


(k) When a local product is compiled with the new interface model, and new local features are implemented that involve the interface, and the NPAC SMS is compiled with the new interface model, then Turn-Up Testing is required [standard regression test cases and new functionality test cases].


(l) When a local product is compiled with the current interface model, and new local features are implemented that involve the interface, and the NPAC SMS is compiled with the current model, then Turn-Up Testing is required [standard regression test cases and new functionality test cases].  


(m) When the operating system software of a local product (i.e., a SOA or LSMS that connects to the NPAC SMS) is upgraded, and this results in any OSI stack or CMIP toolkit change, then Turn-Up Testing is required [standard regression test cases].  


(n) When the operating system of a local product (i.e., a SOA or LSMS that connects to the NPAC SMS) is changed (e.g. OS vendor A to OS vendor B), then Turn-Up Testing is required [standard regression test cases].  


(o) When the hardware of a local product (i.e., a SOA or LSMS that connects to the NPAC SMS) is changed, and the system used by the vendor to perform ITP testing is substantially different from the local product, then Turn-Up Testing is required [standard regression test cases].  
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