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Contact(s):  GUST Co-Chairs
Joy McConnell-Couch	Cheryl Fullerton	Annalyce Grogan
Lumen	Sinch Voice	Bandwidth
303-992-5817	406-532-3605	919-635-5739
Joy.McConnell@lumen.com 	Cheryl.Fullerton@Sinch.com	agrogan@bandwidth.com 
 (NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)

1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)

Prior to a decision to increase the transaction per second (TPS) rate, industry production load testing is recommended to ensure any increase will not adversely impact industry service provider system and network element performance.

2. Problem/Issue Description: (Provide detailed description of problem/issue.)
 
A.   Examples & Impacts of Problem/Issue: 

PIM 136-LSMS Performance details industry issues related to increased NPAC traffic and insufficient LSMS performance. The Giddy-Up Sub-Team (GUST) was created as a result to investigate changing business needs, LSMS performance issues and a potential increase of the TPS rate. 

Multiple carriers were identified as having LSMS systems that have been unable to keep pace with the today’s volume of porting traffic. The LNPA has conducted outreach efforts with these carriers. Among the LNPA, carriers and vendors, solutions have been implemented to improve LSMS performance to at least meet the current expectations. In order to validate the readiness of the local systems to accommodate an increased TPS rate, testing is recommended.  The only viable environment for such load testing is the production environment.

Industry members have also expressed concern with potential impacts on further downstream network elements (STPs, SCPs, switches, etc.) with a TPS rate increase. Before increasing the TPS rate, the GUST recommends that industry load testing be conducted to confirm there will be no adverse performance impacts on carrier systems. Carriers have expressed that a TPS rate increase without load testing would place carrier porting networks in potential jeopardy if local systems were unable to handle the increased transaction volume. 

The LNPA has proposed a load testing framework. 




As noted in PIM 136, the TPS rate was increased from 2 TPS to 4 TPS in 2006 and then to 7 TPS in 2011. The GUST recommends completing performance load testing at 11 TPS. Industry discussion and approval are needed to recommend a TPS rate and schedule for testing.

B.   Frequency of Occurrence:

Production load testing would be a one-time event to determine whether a TPS rate increase is viable for local systems and network elements.

C. NPAC Regions Impacted:
 Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     
 West Coast___  ALL X  


D.  Rationale why existing process is deficient: 
See PIM 136 – LSMS Performance 

E.   Identify action taken in other committees / forums: 
N/A

F.   Any other descriptive items: 

See PIM 136 – LSMS Performance for additional background information.

3. Suggested Resolution: 

The NPIF should determine if there is a desire to proceed with production load testing, per the recommendation from the GUST.  If there is a desire to proceed, the following should be discussed and agreed to:
· A timeframe for load testing
· A method for performing coordinated industry load testing at a rate of 11 TPS for 60 minutes per LSMS
· Which data will be collected during the test in order to monitor carrier systems, including any network related impacts.
· Criteria for determining adverse impacts to local systems and associated network components (e.g. STP, SCP) for any network related impacts.
· A referral to the NAPM LLC to request the LNPA vendor coordinate and perform production load testing once the above items are agreed to.

4. Final Resolution:
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Background

2

The last production load test was performed in May of 2012, after implementation of NANC 397

Testing involved all 7 regions

25,000 SVs were modified and broadcast in each region for a total of 175,000 SVs

Testing was performed between 5 and 6 AM ET

The GUST has requested that load testing be performed in production to determine how LSMSs may respond to an increase in the sustained transaction rate.  

While the production environments may be the only existing environments from which accurate results can be obtained, testing in production environments creates some additional risks and challenges that will need to be managed carefully











Prerequisites for Production Testing

3

This presentation provides a suggested framework/approach for performing load testing in production; however, there are several steps to be taken before load testing could be performed.

Completing improvements to existing known slow LSMS systems

Bringing the testing proposal to the NPIF for approval

Obtaining approval from the NAPM LLC











Overview

4

Future load testing should

Involve all 7 regions simultaneously

Include activate, modify and disconnect broadcasts to represent typical production mix of traffic

Seek to involve as many LSMSs as possible

Be performed for the period of at least 1 hour outside of the industry-defined short/medium/long business hours

Utilize MUMP processing to ensure an even rate of execution, even though this may not be an accurate representation of typical transaction traffic which can be more “bursty”

Seek to limit other porting and pooling activity during the testing window









Proposed Testing Approach
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One or more service providers will need to supply TNs and data for porting activities and will work with the LNPA to determine what data will be specified/updated

While the desired rate is unknown at this time, a rate of 10 transactions per second will require 36,000 broadcasts per LSMS in each region over the test hour, or 252,000 broadcasts across all regions (preferred approach is using distinct TNs) [10 transactions/sec * 3600 sec/hour * 7 regions = 252,000 transactions/hour] 

Some pre-testing porting activity may be required to prepare, and the LNPA will work with the service provider(s) whose TNs/SVs will be used during testing to prepare for testing activities

If the state of TNs/SVs at the end of the test interval is not the desired state, the LNPA will work with the service provider(s) to determine what post-testing activities will be performed to restore TNs/SVs to the desired state











Proposed Testing Approach

6

The broadcasts that will be sent to the LSMSs will reflect the current, long-term production mix of transaction types

~70% will be activations of new SVs

~15% will be modifications of existing SVs

~15% will be deletion (disconnect) of existing SVs

To include as many LSMSs as possible, the following guidelines will be followed

For modifications, the attribute to be modified will be an attribute that LSMSs must support (e.g., LRN, CLASS DPC).  Optional attributes will not be modified as part of testing 

None of the SVs involved will use a pseudo-LRN

Reasonable attempts will be made to avoid filtered NPAs/NPA-NXXs













Proposed Testing Approach
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The testing window will be 1 hour sometime in the 2:00-6:00 AM ET range, which is outside the short/medium/long business hours on a Monday, Tuesday or Wednesday

Porting requests will be executed via MUMP to allow for a consistent request and broadcast rate

Multiple MUMP jobs will be needed to execute the different activities (activate, modify active, disconnect)

The LNPA will schedule/coordinate the MUMP activities in advance to ensure continual execution with minimal “quiet time” between job execution

The jobs can be executed in different orders in the regions to allow for a mix of activity across regions (e.g., 5 regions processing activate requests, 1 region processing modify requests, and 1 region processing disconnect requests)

Service Providers may want to use notification suppression options to limit notification messages resulting from this testing















Proposed Testing Approach

8

Multiple announcements will be made to users in advance of any testing

Users should seek to avoid submitting porting requests to the NPAC during any testing hours

If any significant porting activity is noticed that could affect the testing rate, the LNPA operations teams will reach out to the users and request them to reschedule their activities

Local system operator contacts should be available during the testing window in the event their systems experience problems













Reporting

9

After testing is executed, the LNPA will report on the following

Reporting of NPAC processing rate

Responsiveness of LSMS systems 

Response time (i.e., time that request was sent to LSMS compared to time (asynchronous) response is received) will be measured and reported

Flow Control events will be reported

Any partial failures resulting from a non-response will be reported
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