NPIF – Number Portability Industry Forum	                     Problem/Issue Identification and Description Form
Problem/Issue Identification and Description


Submittal Date:  06/07/2022  				PIM # 146
Company(s) Submitting Issue: NPIF Giddy-Up Sub-Team (GUST)
Contact(s):  GUST Co-Chairs
Joy McConnell-Couch	Cheryl Fullerton	Annalyce Grogan
Lumen	Sinch Voice	Bandwidth
303-992-5817	406-532-3605	919-635-5739
Joy.McConnell@lumen.com 	Cheryl.Fullerton@Sinch.com	agrogan@bandwidth.com 
 (NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)

1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)

Prior to a decision to increase the transaction per second (TPS) rate, industry production load testing is recommended to ensure any increase will not adversely impact industry service provider system and network element performance.

2. Problem/Issue Description: (Provide detailed description of problem/issue.)
 
A.   Examples & Impacts of Problem/Issue: 

PIM 136-LSMS Performance details industry issues related to increased NPAC traffic and insufficient LSMS performance. The Giddy-Up Sub-Team (GUST) was created as a result to investigate changing business needs, LSMS performance issues and a potential increase of the TPS rate. 

Multiple carriers were identified as having LSMS systems that have been unable to keep pace with the today’s volume of porting traffic. The LNPA has conducted outreach efforts with these carriers. Among the LNPA, carriers and vendors, solutions have been implemented to improve LSMS performance to at least meet the current expectations. In order to validate the readiness of the local systems to accommodate an increased TPS rate, testing is recommended.  The only viable environment for such load testing is the production environment.

Industry members have also expressed concern with potential impacts on further downstream network elements (STPs, SCPs, switches, etc.) with a TPS rate increase. Before increasing the TPS rate, the GUST recommends that industry load testing be conducted to confirm there will be no adverse performance impacts on carrier systems. Carriers have expressed that a TPS rate increase without load testing would place carrier porting networks in potential jeopardy if local systems were unable to handle the increased transaction volume. 

The LNPA has proposed a load testing framework. 




As noted in PIM 136, the TPS rate was increased from 2 TPS to 4 TPS in 2006 and then to 7 TPS in 2011. The GUST recommends completing performance load testing at 11 TPS. Industry discussion and approval are needed to recommend a TPS rate and schedule for testing.

B.   Frequency of Occurrence:

Production load testing would be a one-time event to determine whether a TPS rate increase is viable for local systems and network elements.

C. NPAC Regions Impacted:
 Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     
 West Coast___  ALL X  


D.  Rationale why existing process is deficient: 
See PIM 136 – LSMS Performance 

E.   Identify action taken in other committees / forums: 
N/A

F.   Any other descriptive items: 

See PIM 136 – LSMS Performance for additional background information.

3. Suggested Resolution: 

The NPIF should determine if there is a desire to proceed with production load testing, per the recommendation from the GUST.  If there is a desire to proceed, the following should be discussed and agreed to:
· A timeframe for load testing
· A method for performing coordinated industry load testing at a rate of 11 TPS for 60 minutes per LSMS
· Which data will be collected during the test in order to monitor carrier systems, including any network related impacts.
· Criteria for determining adverse impacts to local systems and associated network components (e.g. STP, SCP) for any network related impacts.
· A referral to the NAPM LLC to request the LNPA vendor coordinate and perform production load testing once the above items are agreed to.

4. Final Resolution:

The NPIF agreed to the production load test criteria recommended by the APT during the September 13, 2022, NPIF meeting and the load test was conducted on October 25, 2022. 
Results of the load test are included in the attached ‘2022 Load Test Results Summary’ report.
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Background

2

The last production load test was performed in May of 2012, after implementation of NANC 397

Testing involved all 7 regions

25,000 SVs were modified and broadcast in each region for a total of 175,000 SVs

Testing was performed between 5 and 6 AM ET

The GUST has requested that load testing be performed in production to determine how LSMSs may respond to an increase in the sustained transaction rate.  

While the production environments may be the only existing environments from which accurate results can be obtained, testing in production environments creates some additional risks and challenges that will need to be managed carefully











Prerequisites for Production Testing

3

This presentation provides a suggested framework/approach for performing load testing in production; however, there are several steps to be taken before load testing could be performed.

Completing improvements to existing known slow LSMS systems

Bringing the testing proposal to the NPIF for approval

Obtaining approval from the NAPM LLC











Overview

4

Future load testing should

Involve all 7 regions simultaneously

Include activate, modify and disconnect broadcasts to represent typical production mix of traffic

Seek to involve as many LSMSs as possible

Be performed for the period of at least 1 hour outside of the industry-defined short/medium/long business hours

Utilize MUMP processing to ensure an even rate of execution, even though this may not be an accurate representation of typical transaction traffic which can be more “bursty”

Seek to limit other porting and pooling activity during the testing window









Proposed Testing Approach

5

One or more service providers will need to supply TNs and data for porting activities and will work with the LNPA to determine what data will be specified/updated

While the desired rate is unknown at this time, a rate of 10 transactions per second will require 36,000 broadcasts per LSMS in each region over the test hour, or 252,000 broadcasts across all regions (preferred approach is using distinct TNs) [10 transactions/sec * 3600 sec/hour * 7 regions = 252,000 transactions/hour] 

Some pre-testing porting activity may be required to prepare, and the LNPA will work with the service provider(s) whose TNs/SVs will be used during testing to prepare for testing activities

If the state of TNs/SVs at the end of the test interval is not the desired state, the LNPA will work with the service provider(s) to determine what post-testing activities will be performed to restore TNs/SVs to the desired state











Proposed Testing Approach

6

The broadcasts that will be sent to the LSMSs will reflect the current, long-term production mix of transaction types

~70% will be activations of new SVs

~15% will be modifications of existing SVs

~15% will be deletion (disconnect) of existing SVs

To include as many LSMSs as possible, the following guidelines will be followed

For modifications, the attribute to be modified will be an attribute that LSMSs must support (e.g., LRN, CLASS DPC).  Optional attributes will not be modified as part of testing 

None of the SVs involved will use a pseudo-LRN

Reasonable attempts will be made to avoid filtered NPAs/NPA-NXXs













Proposed Testing Approach

7

The testing window will be 1 hour sometime in the 2:00-6:00 AM ET range, which is outside the short/medium/long business hours on a Monday, Tuesday or Wednesday

Porting requests will be executed via MUMP to allow for a consistent request and broadcast rate

Multiple MUMP jobs will be needed to execute the different activities (activate, modify active, disconnect)

The LNPA will schedule/coordinate the MUMP activities in advance to ensure continual execution with minimal “quiet time” between job execution

The jobs can be executed in different orders in the regions to allow for a mix of activity across regions (e.g., 5 regions processing activate requests, 1 region processing modify requests, and 1 region processing disconnect requests)

Service Providers may want to use notification suppression options to limit notification messages resulting from this testing















Proposed Testing Approach

8

Multiple announcements will be made to users in advance of any testing

Users should seek to avoid submitting porting requests to the NPAC during any testing hours

If any significant porting activity is noticed that could affect the testing rate, the LNPA operations teams will reach out to the users and request them to reschedule their activities

Local system operator contacts should be available during the testing window in the event their systems experience problems













Reporting

9

After testing is executed, the LNPA will report on the following

Reporting of NPAC processing rate

Responsiveness of LSMS systems 

Response time (i.e., time that request was sent to LSMS compared to time (asynchronous) response is received) will be measured and reported

Flow Control events will be reported

Any partial failures resulting from a non-response will be reported
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Background

2

Based on the request made via PIM 146, the LNPA coordinated a production load test on October 25, 2022, between approximately 4 AM and 5 AM CT

The goal of the testing was to determine how LSMSs would respond to a one-hour, sustained rate of 11 transactions/second per NPAC region

Testing was performed in all 7 regions simultaneously

During and after the test, the LNPA collected data from 

The NPAC regions

Written responses provided by LSMS operators

A formal test results report was provided to the NAPM LLC in January 2023.  This presentation contains portions of that report











NPAC Request Processing

3

The LNPA used the NPAC Mass Update / Mass Porting (MUMP) functionality to process 11 ± 0.03 requests/second in each NPAC region for sixty consecutive minutes  

None of the criteria for cancelling or suspending the production load testing were met, and as such, the test ran to its scheduled completion









NPAC Request Processing

4

		Value		MA		MW		NE		SE		SW		WC		WE

		Mean		661		658		659		662		659		659		658

		Minimum		562		509		499		649		503		506		522

		Maximum		759		676		723		700		694		687		667

		Time Range		04:01:00 up to 05:01:00 CT		04:01:00 up to 05:01:00 CT		04:01:00 up to 05:01:00 CT		04:00:00 up to 05:00:00 CT		04:01:00 up to 05:01:00 CT		04:01:00 up to 05:01:00 CT		04:00:00 up to 05:00:00 CT



Mean, Minimum, and Maximum Requests Processed per Minute by Region, 60 Consecutive Minutes from 04:00:00 CT to 05:02:00 CT with Largest Mean

Due to the potential for a startup delay of up to two minutes in the MUMP processing, the timespan from 04:00:00 CT up to 05:02:00 CT was considered in the analysis.  If only the 60 consecutive clock minutes with the highest arithmetic mean of all activate modify active, and disconnect request are considered, the mean, minimum, and maximum requests processed on a per-minute basis are shown below











NPAC Request Processing

5

The LNPA also examined the rate at which the NPAC sent request messages to a single LSMS system, based on the actual time at which the NPAC sent a request message to the LSMS  

The LSMS selected for this was one that had relatively low mean values for the delta between NPAC request and LSMS response

The same LSMS system was selected for all regions

		Value		MA		MW		NE		SE		SW		WC		WE

		Mean		661		658		659		662		659		659		658

		Minimum		561		496		473		649		503		498		520

		Maximum		759		675		722		700		694		686		667

		Time Range		04:01:00 up to 05:01:00 CT		04:01:00 up to 05:01:00 CT		04:01:00 up to 05:01:00 CT		04:00:00 up to 05:00:00 CT		04:01:00 up to 05:01:00 CT		04:01:00 up to 05:01:00 CT		04:00:00 up to 05:00:00 CT



Mean, Minimum, and Maximum Requests Sent per Minute to Selected LSMS by Region, 60 Consecutive Minutes from 04:00:00 CT to 05:02:00 CT with Largest Mean









LSMS Request Processing

6

15-Minute Interval Snapshots of LSMS Message Backlogs

Beginning at the start of the production load testing and at approximately 15-minute intervals thereafter, the LNPA captured the message backlog for each LSMS in each region.  

The message backlog consists of those messages that the NPAC region has generated for the LSMS but for which the NPAC has not received a response

The LNPA would report on any LSMS that had more than 1000 such messages at the time of an interval snapshot

Starting at 4:00 AM CT in each region and continuing until 5:15 AM CT, the LNPA took 15-minute snapshots of the message backlogs for each LSMS.  This produced a total of six snapshots per NPAC regions.

No LSMS had more than 1000 messages in their backlog at each snapshot for each region











LSMS Request Processing

7

The maximum number of backlog message for any single LSMS across all six message backlog snapshots in each region (i.e., for each region, the largest backlog that existed for any single LSMS, regardless of which LSMS, across all snapshots) can be found below



		 		MA		MW		NE		SE		SW		WC		WE

		Maximum Quantity of Messages in Backlog		88		88		84		57		54		177		39



Maximum Number of Backlog Messages for a Single LSMS Across all Six Message Backlog Snapshots by Region

The 4:00 AM CT and 5:15 AM CT message backlog snapshots showed no backlogged messages for any LSMS in any region











LSMS Request Processing

8

Timestamp of last production load testing message sent to each LSMS

The LNPA examined the last request from the final production load testing MUMP job that was sent to each LSMS in each region to determine the timestamp of when the message was sent to the LSMS

All of the timestamps in a given region were generally within 1 second of each other

NPAC regions were not delaying any message to an LSMS due to outbound flow control or other throttling mechanisms by more than 1 second.

No LSMS was more than 1 second behind any other LSMS in terms of being sent a message from the NPAC region











LSMS Request Processing

9

Outbound flow control alarms for each LSMS

The table below provides a count of alarms by LSMS and NPAC region indicating the number of times each LSMS SPID with at least 1 Outbound Flow Control alarm entered the Outbound Flow Control state

All alarms occurred between 4:02 AM CT and 5:00 AM CT

No alarms were detected for any LSMS for 2 consecutive minutes after the last message from the final MUMP job for the NPAC region was set to the LSMSs



		SPID		MA		MW		NE		SE		SW		WC		WE

		B		139		137		145		148		150		223		156

		FF		0		5		0		0		0		0		0

		JJ		69		58		45		19		47		33		43



Outbound Flow Control Alarms by Region for each LSMS SPID with at least 1 Alarm









LSMS Request Processing

10

Failed SP SV List Appearances for each LSMS

The LNPA examined the NPAC regional logs between 4:00:00 AM CT and 5:02:00 AM CT to determine the count of Failed SP SV list appearances for each LSMS SPID

In this time range, no LSMS SPID appeared on any Failed SP SV list in any region; that is, the count of appearances on the Failed SP SV list for each LSMS SPID in each region is 0.











LSMS Request Processing

11

Response Times for each LSMS

The time used for a response message from an LSMS SPID is the time the NPAC received the response message that indicated the LSMS SPID fully processed the request message from the NPAC 

The LNPA calculated the mean, median, minimum, and maximum of the difference between the LSMS response message and the NPAC being ready to send the corresponding request message across all request messages sent to the LSMS in each region from 4:00 AM CT to 5:02 AM CT











LSMS Request Processing

12

		Metric		Range		MA		MW		NE		SE		SW		WC		WE

		Mean		Low		0.066		0.068		0.057		0.060		0.059		0.064		0.071

				High		4.469		3.955		3.899		2.668		4.001		5.091		3.703

		Median		Low		0.058		0.060		0.051		0.057		0.054		0.059		0.060

				High		1.851		1.906		1.836		1.871		1.843		1.917		1.885

		Minimum		Low		0.015		0.016		0.016		0.017		0.016		0.017		0.017

				High		0.686		0.686		0.679		0.688		0.690		0.677		0.700

		Maximum		Low		1.930		1.972		1.433		0.253		0.858		0.722		2.285

				High		241.503		360.817		242.262		262.880		241.156		242.097		240.979



Range of Mean, Median, Minimum, Maximum Request/Response Delta Time in Seconds by Region, 
04:00:00 CT to 05:02:00 CT









LSMS and Downstream System Performance Reported to LNPA

13

The LNPA sent an email to all LSMS operators after the production load testing had completed with two tables that were to be filled in for each LSMS SPID

Latest update date/time in downstream networks/systems

The first table in the email sent to LSMS system operators contained a list of four TNs from each NPAC region, for a total of twenty-eight TNs

The four TNs from each region were taken from messages sent to the LSMSs based on the production load testing MUMP jobs at 4:15 AM CT, 4:30 AM CT, 4:45 AM CT and the final messages from the last MUMP job in each region.  

The email also indicated the type of message – create, modify, delete

The email instructed LSMS operators to complete the table for each LSMS SPID with the “[l]atest update date/time in the network/systems downstream from LSMS”













LSMS and Downstream System Performance Reported to LNPA

14

Of the 31 LSMS SPIDs involved in the production load test

19 provided specific time values indicating that updates were made to downstream systems or networks in under 4 minutes, with an average update time of 4 seconds and a median update time of less than 1 second

1 provided a non-specific indication that updates to downstream systems or networks were made within 5 minutes

2 indicated that there were no downstream systems or networks being updated

1 indicated that the download messages for the TNs specific in the email request from the LNPA were not received by their LSMS due to NPA/NPA-NXX filtering

8 did not respond











LSMS and Downstream System Performance Reported to LNPA

15

Performance Assessment

The second table in the email set to LSMS operators requested the operator provide an assessment of the load test for each LSMS SPID that they operate.  The table indicated that “[b]ased on performance indicators such as CPU utilization, memory utilization, queue depth, database response times, and I/O latency” the LSMS operator was to indicate one of the following

“Local systems’ and downstream systems’ performance indicates no concerns with increased transaction rate beyond the one-hour test performed” OR

“There are concerns with the local systems’ and/or downstream systems’ performance if load continued beyond the one-hour test period”

Of the 31 LSMS SPIDs involved in the production load test

22 indicated no concerns with their local systems’ or downstream systems’ performance even if the test had run for longer than the one-hour test period

1 indicated an assessment of performance was not possible due to a failure of a redundant hardware element within their network

8 did not respond













Additional LNPA Observations

16

Some XML LSMSs could benefit from better connection management

A small subset of NPAC requests messages were held for intervals of 2 minutes, up to a maximum of 6 minutes, for certain XML LSMSs that did not return a synchronous acknowledgement when a document was posted on a connection

These delays were still under the 15-minute roll-up timer interval defined by the industry for determining when an LSMS appears on a Failed SP SV list

Comments from certain LSMS operators suggest that changes may have been made to some LSMS systems and/or downstream systems in advance of the testing 

Changes were made in order to optimize system performance

However, no LSMS operators that responded to the performance question sent after the production load testing indicated that they had concerns with their systems’ performance
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Production Load Testing Results
Summary.






