LNPA WORKING GROUP
October 2007 Conference Call
Final Minutes


TUESDAY 10/09/07
Tuesday, 10/09/07, Conference Call Attendance:
	Name
	Company
	Name
	Company

	Tina Plaisance
	Alltel
	Mike Whaley
	Qwest

	Ron Steen
	AT&T
	Susan Tiffany
	Sprint Nextel

	Mark Lancaster
	AT&T
	Rosemary Emmer
	Sprint Nextel

	Renee Dillon
	AT&T Mobility
	Carol Frike
	Sprint Nextel

	Jennifer Hutton
	Cox
	Adam Newman
	Telcordia

	Vicki Goth
	Embarq
	Paula Jordan
	T-Mobile

	Dennis Robins
	Integra Telecom
	Mohamed Samater
	T-Mobile

	Shannon Sevigny
	NeuStar Pooling
	Heather Tackett
	VeriSign

	Dave Garner
	NeuStar
	Chipp Nelson
	VeriSign

	Stephen Addicks
	NeuStar 
	Gary Sacra
	Verizon

	Charles Ryburn
	NeuStar
	Earl Scott
	Verizon

	John Nakamura
	NeuStar
	Jason Lee
	Verizon

	Paul LaGattuta
	NeuStar
	Deb Tucker
	Verizon Wireless

	Ed Barker
	NeuStar
	Sara Hooker
	Verizon Wireless

	Mike Panis
	NeuStar
	Kathy Rogers
	Verizon Wireless

	Linda Peterman
	One Communications
	Tom Zablocki
	Vonage

	
	
	
	

	
	
	
	



Attached are the Action Items assigned on the October 2007 LNPA WG conference call.  Please note that these Action Items are in addition to the ones assigned at the September 2007 LNPA WG meeting.  Both sets of Action Items will be addressed at the November 2007 meeting.




NOTE:  ALL ACTION ITEMS REFERENCED IN THE MINUTES BELOW HAVE BEEN CAPTURED IN THE “OCTOBER 2007 LNPA ACTION ITEMS” FILE ATTACHED ABOVE.

CONFERENCE CALL MINUTES:

2007 LNPA WG Meeting/Call Schedule:

Following is the meeting schedule for the 2007 LNPA Meetings and calls.

	MONTH/
DATE
(2007)
	NANC
	LNPA-WG
	HOST
	LOCATION

	
	
	
	
	

	January 
	TBD
	9th-11th 
	Cingular
	Jackson, Mississippi

	February 
	2/13/07
	No meeting.
2/12/07 call from 3pm to 5pm Eastern time, dial-in bridge number is 888-412-7808, pin 23272#
	
	

	March
	TBD
	13th-15th
	Comcast
	Denver, Colorado

	April
	TBD
	No meeting.
4/10/07 call from 10am to 6pm Eastern time, dial-in bridge number is 888-412-7808, pin 23272#
	
	

	May
	TBD
	8th-10th 
	Canadian Consortium
	Banff, Canada

	June
	TBD
	No meeting.
6/12/07 call from 1pm to 5pm Eastern time, dial-in bridge number is 888-412-7808, pin 23272# 
	
	

	July
	TBD
	10th-12th 
	NeuStar
	Monterey, California

	August
	TBD
	No meeting.
8/7/07 call from 1pm to 4pm Eastern time, dial-in bridge number is 888-412-7808, pin 23272#  
	
	

	September
	TBD
	11th-13th 
	Verizon Wireless
	Franklin, Tennessee

	October
	TBD
	No meeting.
10/9/07 call from 1pm to 5pm Eastern time, dial-in bridge number is 888-412-7808, pin 23272#  
	
	

	November
	TBD
	13th-15th 
	Sprint Nextel
	Ft. Lauderdale, Florida

	December
	TBD
	No meeting.
12/11/07 call if necessary
	
	

	
	
	
	
	



· Continuing evaluation during 2007 will determine if interim conference calls are needed or if the decision to meet face-to-face every other month should be revisited.

Finalization of FCC Action Item Report (All): 


[bookmark: _MON_1255777691]			

· Paula Jordan and Gary Sacra, LNPA WG Co-Chairs, walked the group through the FCC Action Item Report related to FCC Docket RM-11299 (“Cost Causer”).  The group approved the attached final document. 

· The group then reviewed the attached Powerpoint slide depicting the routing of CNAM TCAP queries.  This slide will be used to explain how TCAP queries are routed in the SS7 network for ported/pooled and non-ported/non-pooled numbers.  At the suggestion of an LNPA WG participant, the step numbers in the slide were bolded in red for ease of identification.

· Gary Sacra, LNPA WG Co-Chair, will present this report to the NANC at their October 10th meeting.

PIM 66 Discussion (Chipp Nelson, VeriSign): 


· Chipp Nelson, VeriSign, presented the attached PIM 66 to the group.  PIM 66 seeks to address the data that is received when Mass Updates are performed.  

· For a Mass Modify initiated via the NPAC GUI, VeriSign seeks to receive the data contained in the Modify request in a notification to their SOA.

· NeuStar stated that current behavior for Modify requests initiated via a mechanized SOA is to transmit a status change notification back to that SOA that does not contain routing data.

· PIM 66 was accepted.  VeriSign will work with NeuStar to develop a Change Order for review at the November 2007 meeting.

Status of Event ID Rollover Issue (Action Items 0507-11, 0507-03) (All):

Action Item 0507-11:  Regarding any local system changes required to address the Event ID rollover issue as defined in NANC 413, Local System Vendors and Service Providers are to provide a monthly status on the implementation of this change until complete.  See related Action Item 0507-03.

Action Item 0507-03:  Related to Action Item 0507-11, at a future TBD date, NeuStar will contact those providers from which the LNPA WG has received no status reports to determine whether they also have made the necessary local system update to resolve the Event ID rollover issue as defined in NANC 413.

	

· Following is the status as reported out on the conference call:
· Verizon Telecom will load their LSMS fix around 1Q08 based on vendor delivery schedule.  

· Verizon Business (former MCI) does not require a software change.

· AT&T Southeast (former BellSouth) will be ready after 11/11/07.  The rest of AT&T is ready now.

· Local System Vendors and Service Providers will continue to provide a status report of the implementation of any necessary changes at the November 2007 meeting.

2008 Meeting and Call Schedule/Hosts/Locations (All):  

· The following table reflects the scheduled dates of the 2008 meetings and the hosts and meeting locations identified to date. 

	MONTH/
DATE
(2008)
	NANC
	LNPA WG
	HOST
	LOCATION

	
	
	
	
	

	January 
	TBD
	8th-9th 
	Telcordia
	Scottsdale, Arizona

	February 
	TBD
	No meeting.
2/5/08 call if necessary.
	
	

	March
	TBD
	11th-12th
	Comcast
	Denver, Colorado

	April
	TBD
	No meeting.
4/8/08 call if necessary.
	
	

	May
	TBD
	6th-7th 
	Sprint Nextel
	Overland Park, Kansas

	June
	TBD
	No meeting.
6/10/08 call if necessary. 
	
	

	July
	TBD
	15th-16th 
	NeuStar
	TBD

	August
	TBD
	No meeting.
8/12/08 call if necessary.  
	
	

	September
	TBD
	9th-10th 
	Canadian Consortium
	Ottawa, Canada

	October
	TBD
	No meeting.
10/14/08 call if necessary
	
	

	November
	TBD
	11th-12th 
	T-Mobile
	Irvine, California

	December
	TBD
	No meeting.
12/16/08 call if necessary
	
	

	
	
	
	
	



· Continuing evaluation during 2008 will determine if interim conference calls are needed or if the decision to meet face-to-face every other month should be revisited.

New Business (All): 

· NeuStar requested that agenda time be scheduled for the November 2007 LNPA WG meeting to establish the 2008 SPID Migration blackout dates.  LNPA WG Participants are to come to the November 2007 meeting prepared to develop the SPID Migration blackout dates for 2008.  Any dates in addition to the 1st Sunday of each month and major holidays should also be identified.


Next LNPA WG Meeting … November 13-15, 2007, Ft. Lauderdale, Florida – 
Hosted by Sprint Nextel
1
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RM-11299 Action Items (Final Report).doc
OCTOBER 10, 2007

NORTH AMERICAN NUMBERING COUNCIL REPORT TO THE FCC WIRELINE COMPETITION BUREAU STAFF


SUBJECT:  FCC RM-11299 ACTION ITEMS



BACKGROUND

North American Numbering Council (NANC) Chairman Tom Koutsky was contacted by staff in the Pricing Policy Division of the FCC Wireline Competition Bureau requesting that the NANC provide WCB Staff certain data and information related to the use of the NPAC database by providers.  This request was made in connection with FCC RM-11299, a rulemaking petition filed by BellSouth that proposes to change the manner in which the industry funds the Number Portability Administration Center (NPAC), from the current approach based on telecommunications revenue to one in which the initiator of an NPAC transaction would pay a fee for each transaction.

On August 29, 2007, NANC Chairman Tom Koutsky convened a conference call with FCC WCB Staff representatives and the LNPA WG Co-Chairs to discuss and finalize the WCB Staff data request.  WCB Staff asked about the size of the NPAC database for ported and pooled numbers, broken down by industry segment.  WCB staff also requested the NANC to research viable alternatives to modifying Signaling System 7 Destination Point Code (SS7 DPC) data in ported and pooled number records in the NPAC for activities such as a service provider change to their Line Information Database (LIDB) or Calling Name (CNAM) database provider.  As a result, the following action items were assigned to the LNPA WG, to be included in a report to be delivered to the NANC prior to their October 10, 2007 meeting.

The assigned action items were as follows:


ACTION ITEM 1:


By industry segment, i.e., Wireline ILECs, Wireline CLECs, and Wireless Providers, identify the total quantity of numbers currently assigned to each industry segment in the U.S.

ACTION ITEM 2:


By industry segment, i.e., Wireline ILECs, Wireline CLECs, and Wireless Providers, identify the quantity of ported numbers currently in the U.S. NPAC databases.


ACTION ITEM 3:


By industry segment, i.e., Wireline ILECs, Wireline CLECs, and Wireless Providers, identify the quantity of pooled numbers currently in the U.S. NPAC databases.


ACTION ITEM 4:


For the following 5 services that potentially contain Signaling System 7 (SS7) Destination Point Code (DPC) and Subsystem Number (SSN) data in ported and pooled number records, analyze and identify if any viable alternatives exist to modifying these data fields when changes to the routing of these services' SS7 Transaction Capabilities Application Part (TCAP) messages should become necessary.  These 5 services potentially containing DPC and SSN data in ported and pooled number records are as follows:


     1.  CLASS


     2.  Line Information Database (LIDB)

     3.  Calling Name (CNAM)


     4.  Inter-switch Voice Messaging Message Waiting Indicator (ISVM MWI)


     5.  Wireless Short Message Service Center (WSMSC)


ACTION ITEM RESPONSES

ACTION ITEM 1:

By industry segment, i.e., Wireline ILECs, Wireline CLECs, and Wireless Providers, identify the total quantity of numbers currently assigned to each industry segment in the U.S.


Wireline ILEC:  
599,501,000


Wireline CLEC:  
312,448,000


Wireless:

373,773,000


TOTAL:
         1,285,722,000

Data Source:  Numbering Resource Utilization/Forecast Reports data filed with NeuStar, Inc. as of December 31, 2006 (97% of NXXs reported), as reported in the August 2007 FCC Wireline Competition Bureau Industry Analysis and Technology Division report on  Numbering Resource Utilization in the United States (reference Table 1 on page 14).

Note 1:  The figures above represent quantities in the “Total” category from the above-referenced Table 1.  The “Total” category is a summation of the “Assigned,” “Intermediate,” “Reserved,” “Aging,” “Administrative,” and “Available” categories in Table 1.

Note 2:  The WCB Staff initially requested that, if possible, Cable providers be considered a separate industry segment for the purpose of identifying numbering resources.  All data sources identified by the LNPA WG currently include Cable provider data within the CLEC category.  As a result, separate numbering resource quantities could not be obtained for Cable providers and are included in the CLEC counts in this report.

ACTION ITEM 2:

By industry segment, i.e., Wireline ILECs, Wireline CLECs, and Wireless Providers, identify the quantity of ported numbers currently in the U.S. NPAC databases.


Wireline ILEC:  
    7,833,697


Wireline CLEC:  
  71,219,075


Wireless:

  93,571,756


TOTAL:

172,624,528


Data Sources:  1. August 2007 Number Portability Administration Center (NPAC) data

                            for Telephone Number (TN) record counts by Operating Company


                            Number (OCN).


2. Telcordia LERG Routing Guide for Operating Company Number 

    (OCN) categorizations by provider type, e.g. ILEC, CLEC.


Note 1:  The quantity of ported numbers includes both inter-provider and intra-provider ported numbers.


Note 2:  The August 2007 NPAC data used to obtain these quantities identified the ported numbers as being associated with either a wireline provider or a wireless provider.  A further breakdown of the wireline data, i.e. Wireline ILEC, Wireline CLEC, Wireline Cable, is not available via the NPAC.  In order to associate these wireline ported number 

quantities as being either Wireline ILEC or Wireline CLEC, a further analysis of the applicable Operating Company Number (OCN) was necessary to identify a provider as either an ILEC or a CLEC.  The WCB Staff initially requested that, if possible, Cable providers be considered a separate industry segment for the purpose of identifying ported number counts.  All data sources identified by the LNPA WG currently include Cable provider data within the CLEC category.  As a result, separate ported number counts 

could not be obtained for Cable providers and are included in the CLEC counts in this report.


Note 3:  The Wireline ILEC category includes all service providers with an Operating Company Number (OCN) designation of ILEC, not just Regional Bell Operating Companies (RBOCs).

ACTION ITEM 3:

By industry segment, i.e., Wireline ILECs, Wireline CLECs, and Wireless Providers, identify the quantity of pooled numbers currently in the U.S. NPAC databases.


Wireline ILEC:  
    3,992,192

Wireline CLEC:  
  67,708,902

Wireless:

  59,179,540

TOTAL:

130,880,634

Data Sources:  1. August 2007 Number Portability Administration Center (NPAC) data


                            for Telephone Number (TN) record counts by Operating Company


                            Number (OCN).




2. Telcordia LERG Routing Guide for Operating Company Number


                            (OCN) categorizations by provider type, e.g. ILEC, CLEC.


Note 1:  The August 2007 NPAC data used to obtain these quantities identified the pooled numbers as being associated with either a wireline provider or a wireless provider.  A further breakdown of the wireline data, i.e. Wireline ILEC, Wireline CLEC, Wireline Cable, is not available via the NPAC.  In order to associate these wireline pooled number 


quantities as being either Wireline ILEC or Wireline CLEC, a further analysis of the applicable Operating Company Number (OCN) was necessary to identify a provider as either an ILEC or a CLEC.  The WCB Staff initially requested that, if possible, Cable providers be considered a separate industry segment for the purpose of identifying pooled number counts.  All data sources identified by the LNPA WG currently include Cable provider data within the CLEC category.  As a result, separate pooled number counts could not be obtained for Cable providers and are included in the CLEC counts in this report.

Note 2:  The Wireline ILEC category includes all service providers with an Operating Company Number (OCN) designation of ILEC, not just Regional Bell Operating Companies (RBOCs).

ACTION ITEM 4:


For the following 5 services that potentially contain Signaling System 7 (SS7) Destination Point Code (DPC) and Subsystem Number (SSN) data in ported and pooled number records, analyze and identify if any viable alternatives exist to modifying these 

data fields when changes to the routing of these services' SS7 Transaction Capabilities Application Part (TCAP) messages should become necessary.  These 5 services potentially containing DPC and SSN data in ported and pooled number records are as follows:


     1.  CLASS


     2.  Line Information Database (LIDB)

     3.  Calling Name (CNAM)

     4.  Inter-switch Voice Messaging Message Waiting Indicator (ISVM MWI)


     5.  Wireless Short Message Service Center (WSMSC)


As discussed below, after performing a detailed analysis collectively and individually within participant companies, the LNPA WG did not identify any existing reliable and viable alternatives to modifying the NPAC with regard to these data fields when a provider wishes to change the routing of these 5 services' SS7 Transaction Capabilities Application Part (TCAP) messages for a number that is in the NPAC database.

Prior to the implementation of Local Number Portability (LNP) in 1997, the non-call-associated Signaling System 7 Transaction Capabilities Application Part (SS7 TCAP) messages that support these 5 services were routed based on the NPA-NXX of the target telephone number.  Because entire NPA-NXXs could be associated with a single specific provider, switch, and database, these NPA-NXXs could be associated with unique DPC/SSN data in the translations of Signal Transfer Points (STPs) for proper routing of the applicable service’s TCAP message.  For example, the TCAP messages in support of CLASS services such as Auto Recall and Auto Callback (*68, *69) were routed to the target NPA-NXX’s serving switch in order to check the busy/idle status of the target line based on the target number.  When that line became idle, the initiator of the service was signaled that a call could be completed.  The TCAP messages in support of LIDB and CNAM were routed to the LIDB or CNAM database that served the target NPA-NXX so that alternate billing services or calling name identification, respectively, could be 

engaged for the target number.  The messages in support of Wireless Short Message Service (WSMS) were routed to the appropriate wireless provider’s message center based 

on the target number’s NPA-NXX for final routing of the text message to the target wireless telephone number. 

With the implementation of LNP in 1997, and the subsequent implementation of Telephone Number Pooling (TNP) in 2002, routing of these TCAP messages could no longer be relied upon at the NPA-NXX level.  Individual 10-digit telephone numbers within the same NPA-NXX could now be served by different service providers, switches, and databases.  As a result, DPC/SSN data for the routing of these TCAP messages in 

support of the 5 services were associated at the 10-digit level in ported and pooled number records in the Number Portability Administration Center (NPAC) and broadcast to subtending routing databases as numbers were ported or pooled.  These TCAP messages are now routed to an applicable routing database (e.g., Service Control Point [SCP]) to determine if a 10-digit match on the target number can be found (meaning that the target number is ported or pooled).  If found, the appropriate DPC/SSN data stored in

the ported or pooled number record for the applicable service, e.g. CLASS, LIDB, is used to route the associated TCAP message to the proper destination.  As providers port in or pool in numbers, they typically associate the DPC of their appropriate ingress SS7 signaling gateway (e.g. for CLASS, ISVM MWI) or database provider’s ingress gateway (e.g. for LIDB, CNAM) in their ported and pooled number records in the NPAC for other providers to route a TCAP message in support of one of these services.  If a 10-digit record is not found in the routing database (meaning that the number is not ported or pooled), the TCAP message can be default routed at the NPA-NXX level.

Prior to its September 2007 meeting, the LNPA WG participants were assigned an action item to discuss ACTION ITEM 4 internally with SS7 signaling experts within their respective companies and come prepared to discuss ACTION ITEM 4 at the September LNPA WG meeting.  In addition, members of the Alliance for Telecommunications Industry Solutions (ATIS) Network Interconnection Interoperability Forum (NIIF) Network Interoperability Committee (NIOC) were invited to participate in the LNPA WG discussion at the September meeting.  The ATIS NIIF NIOC members are industry-recognized SS7 subject matter experts and a number of them participated during the LNPA WG discussion. 

During the LNPA WG analysis and discussion of ACTION ITEM 4, the only alternative identified as potentially viable to modifying these DPC/SSN data fields in the NPAC, when changes to the routing of these services' SS7 TCAP messages should become 

necessary, was redirection of the incoming TCAP message at the old ingress gateway to the DPC of the new ingress gateway.


LIDB and CNAM

The LNPA WG first analyzed LIDB and CNAM services in the context of a potential redirect scenario.  These 2 services were grouped together because the DPC data in the NPAC associated with these services typically identifies an ingress gateway of the provider of the database service.  The provider of the database service may or may not be the carrier that serves the target telephone 

number.  A modification of this DPC data in the NPAC for a service provider’s ported and pooled number records could be necessitated by that service provider changing their chosen LIDB or CNAM database provider.  Although one LIDB/CNAM database provider did respond that it was technically feasible to redirect the incoming TCAP query at their ingress SS7 gateway to the DPC of the new database provider’s ingress gateway, the majority of responding LNPA WG 

participants, after consulting with their respective SS7 experts, concluded that redirection of the incoming TCAP queries for these database services was not a viable alternative to modifying the applicable DPC data in the NPAC.  Reasons cited were:

1. Questionable incentive for a database provider to reroute incoming TCAP queries for another database provider’s customer,

2. The rerouting scenario keeps the former database provider’s SS7 network in the routing path for the TCAP query,


3. Possible impacts to the quality of the service for affected customers,

4. Providers’ systems and networks rely on the real-time update of TCAP message routing data afforded by the NPAC and LNP architecture,


5. Administrative effort. 


Conclusion:  Redirection of the incoming TCAP query was not deemed a viable alternative to modifying affected DPC data in the NPAC for LIDB and CNAM.


WIRELESS SHORT MESSAGE SERVICE CENTER (WSMSC)

The DPC/SSN data in ported and pooled number records in the NPAC for WSMSC can be used for routing wireless short text messages to wireless handsets with ported or pooled numbers.  For a number of the reasons cited above for 

LIDB and CNAM, the LNPA WG also concluded that redirection of these messages from one WSMSC to another was not a viable alternative to modifying the data in the NPAC.


Conclusion:  Redirection of the incoming WSMSC messages was not deemed a viable alternative to modifying affected DPC data in the NPAC for this service.


CLASS AND ISVM MWI

CLASS and Inter-switch Voice Messaging Message Waiting Indicator (ISVM MWI) services were looked at separately because the final destination of the TCAP messages associated with these services is a service provider’s switch and not a database.  The CLASS and ISVM MWI DPC data that a provider places in the NPAC for their ported and pooled numbers that is broadcast to other service providers is typically that of their applicable ingress SS7 gateway so that other providers can route the TCAP messages into their network.


LNPA WG participants were given an action item to analyze these two services separately from the other three to determine if redirection of the incoming TCAP messages in support of these services at their ingress gateway was a viable alternative to modifying the data for their ported and pooled numbers in the NPAC, should that service provider choose to change the gateway to which they wish other providers to route.


Again, for a number of similar reasons cited above for LIDB and CNAM, the LNPA WG concluded that redirection of these messages from one ingress  gateway to another was not a viable alternative to modifying the data in the NPAC.


Conclusion:  Redirection of the incoming TCAP query was not deemed a viable alternative to modifying affected DPC data in the NPAC for CLASS and ISVM MWI.


OVERALL CONCLUSION FOR ACTION ITEM 4

After performing a detailed analysis collectively and individually within participant companies, the LNPA WG did not identify any existing reliable and viable alternatives to modifying in the NPAC these Destination Point Code (DPC) data fields when changes to the routing of these 5 services' SS7 Transaction Capabilities Application Part (TCAP) messages should become necessary.

PAGE  

1




image3.emf
CNAM TCAP  MESSAGE ROUTING EXAMPLE.ppt


CNAM TCAP MESSAGE ROUTING EXAMPLE.ppt


CNAM TCAP MESSAGE ROUTING EXAMPLE

Terminating

Switch B

Originating

Switch A

LEGEND

Signaling Path  

Voice Path

1.  	Calling Party A with

	ported number 410-555-1234

	calls Called Party B with non-ported

	number 410-555-6789

410-555-1234

Called Party B

410-555-6789

with CNAM

STP3

LNP

DB2

2.	LNP Query

	Dialed No. Not

	Ported

3.  Call Setup on Dialed Digits 

2

3

STP2

4. CNAM TCAP

    Query on CPN

STP1

LNP

DB1

4

CNAM DB

PROVIDER

5.	Returns DPC

	of STP3

5

5

6.	Calling Name is

	Delivered

6

6

7

7.  Voice Path Established

NPAC


























image4.emf
PIM 66.doc
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NANC – LNPA Working Group
                     
Problem/Issue Identification Document




LNP Problem/Issue Identification and Description Form


Submittal Date (mm/dd/yyyy):  08/24/2007                                                           PIM 66             

Company(s) Submitting Issue: VeriSign


Contact(s):  Name Chipp Nelson/Heather Tackett


         Contact Number 913-814-6389/360-486-2731


         Email Address   cwnelson@verisign.com/htackett@verisign.com ______________________________________________


(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)


1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)


Mass Updates made by NPAC do not persist any modify request data.  

2. Problem/Issue Description: (Provide detailed description of problem/issue.)


A.   Examples & Impacts of Problem/Issue: When NPAC conducts a Mass Update for a VeriSign customer, the VeriSign SOA does not receive any data contained within the modify request.


B.   Frequency of Occurrence:  Ongoing

C. NPAC Regions Impacted:


 Canada___ Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     


 West Coast___  ALL_X_


D.  Rationale why existing process is deficient:  Currently no information is received within the Modify request when NPAC performs a Mass Update.

E.   Identify action taken in other committees / forums:   Discussions with NeuStar

F.   Any other descriptive items: __________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________


3. Suggested Resolution: 


Ensure that data is persisted in the Modify requests when NPAC performs Mass Updates.

LNPA WG: (only)


Item Number: PIM 66

Issue Resolution Referred to: _________________________________________________________

Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________


1

1




image5.emf
NANC Change  Orders 09-01-07 - change bars.zip


NANC Change Orders 09-01-07 - change bars.zip


NANC Change Orders 09-01-07 - change bars.doc

NANC CHANGE ORDER SUMMARY



FOR



NPAC SMS FUNCTIONALITY



Rev: 123
to be used for Sep 2007 (Nashville) meeting
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Open Change Orders



			Open Change Orders





			Chg Order #


			Orig. / Date


			Description


			Priority


			Category


			Proposed Resolution


			Level of Effort





			


			


			


			


			


			


			NPAC


			SOA LSMS





			NANC 372


			Bellsouth 11/15/02


			SOA/LSMS Interface Protocol Alternatives


Business Need:


Currently the only interface protocol supported by the NPAC to SOA and NPAC to LSMS interface is CMIP.  The purpose of this change order is to request analysis be done to determine the feasibility of adding other protocol support such as CORBA or XML. The primary reasons for looking into a change would be 1) Performance, and 2) Implementation complexity.



(continued)


			


			


			Func Backwards Compatible:  TBD



Dec ’02 LNPAWG, discuss this change order in January ’03 in the new arch review meeting.






			TBD


			TBD / TBD





			NANC 372 (con’t)


			Jan ’03 APT, discussion:



· The team began with a discussion on the CMIP Alternative Business Need in order to determine if we need to improve CMIP or identify an alternative.



· Dave Cochran, BellSouth and the originator of NANC Change Order 372, discussed potential drivers and cited:



· Cost of maintaining internal CMIP interface expertise and resources



· Ability to take advantage of in-house expertise for some of the newer architectures, e.g., CORBA, XML, JAVA, J2E



· It was stated that CMISE was considered a reasonable protocol for managing network elements in the mid-1990s due to its flexibility.



· LNP rules include encryption/decryption functionality.  We need to discuss authentication and associated issues.


· It was mentioned that if lowering the level of encryption is identified as a benefit for a new protocol, we should also consider that for CMIP.



· CMIP is a very robust protocol for describing and managing network elements, but where that robustness begins to become burdensome is subjective.



· We need to keep in mind that we need a real-time interface.



Feb ’03 APT, discussion:



Dave Cochran, BellSouth, will be providing more input (business drivers, data, operational feedback, etc.) to facilitate further discussion.  Sub-tasks still need to be prioritized.


Dec ’03 APT, discussion:



No further discussion at this time.  Leave off list of change orders discussed during the APT meeting.



Jan ’07 APT, discussion:



The APT was activated during the Nov ’06 LNPAWG meeting.  No discussion on alternative interfaces took place during that meeting, but change orders (including 372) were reviewed during the Jan ’07 meeting.  The brief discussion included:  CMIP-to-XML/SOAP -- It was asked if there is a business need to transition from CMIP to XML/SOAP?  It was suggested that since we are tunneling XML into CMIP, we should explore the future evolution of the interface.  Service Providers are to discuss internally any drivers for moving from CMIP to XML/SOAP for the SOA and LSMS interfaces including the impact of increasing the size of messages.



Mar ’07 APT, discussion:



More discussion took place regarding an additional NPAC interface using XML/SOAP.  For the May ’07 meeting, Service Providers and vendors are to bring any additional data or information to share with the group.



(continued)









			NANC 372 (con’t)


			May ’07 APT, discussion:



1.  The IT industry is generally moving towards an XML/SOAP interface.  However, there are performance issues and questions.  Message size would be greatly increased.  Need to investigate compression capabilities.



2.  It will be worth pursuing for the long term.  Not sure what is next step.  Need to find a business driver for pursuing this.



3.  The WICIS transfer is planning on implementing a flash-cut to XML (Sep ’08).  Plan is to continue to support CORBA interface for testing purposes only.  Keep this in mind when planning the NPAC implementation.


4.  The group will discuss more during the Jul ’07 mtg, including pros/cons analysis, LOE, and any input on the business case.


Jul ’07 APT, discussion:



1.  In response to May ’07 #3 above, a question was asked about the ATIS decision to move WICIS from CORBA to XML/SOAP.  It was explained that the major driver for the ATIS recommendation was to consolidate the various systems onto a single interface type (XML/SOAP), and not necessarily specific to WICIS.  It was also mentioned that the NPAC would be supporting two interface types by adding XML/SOAP, since both CMIP and XML/SOAP would need to be supported on the NPAC for the foreseeable future.  Sunsetting of the CMIP interface (and only having the XML/SOAP interface) was briefly discussed, but it was also mentioned that the industry has never sunset any previous NPAC functionality.


2.  All Service Providers will investigate internally whether or not their companies are moving towards XML/SOAP, and whether or not they support the ATIS position of consolidating interface types towards XML/SOAP.  This will be discussed again at the Sep ’07 meeting, to gauge industry interest in developing an XML/SOAP interface for the NPAC.









			NANC 396


			LNPA WG



9/9/04


			NPAC Filter Management – NPA-NXX Filters



Business Need:


The existing NPAC Filter Management process only allows a filter to be applied for a particular NPA-NXX if that particular NPA-NXX has previously been opened within NPAC.  The NPAC also supports the ability for a SOA/LSMS to manage their own filters over the CMIP interface.  Using this method, however, SOA/LSMS administrators must still wait upon receipt of a new code opening from the NPAC to create a new filter for those cases where they do not want to receive any Subscription Versions for that NPA-NXX.  Because of how the NPAC Filter Management process works in conjunction with the SOA/LSMS implementation options, SOA/LSMS administrators are manually unable to efficiently filter out unnecessary Subscription Versions based on NPA-NXX for the purpose of SOA/LSMS capacity management.  As a result, unnecessary Subscription Versions are sent to a SOA/LSMS or an unnecessary amount of resources are spent by the end user monitoring NPA-NXX activity at the NPAC in real-time to ensure Subscription Versions that are not needed are indeed not being sent to their SOA/LSMS.  An unnecessary amount of resources are also spent by the NPAC maintaining these filters for carriers.



Alternatively, a SOA/LSMS could implement an automated mechanism to manage filters over the CMIP interface, based on a local database table (or file).  This table (or file) would contain codes that the SOA/LSMS wishes to filter out.  So, when a new code is opened in NPAC and broadcast to the SOA/LSMS, the automated mechanism could issue a new filter request to the NPAC over the CMIP interface.  The issue with this approach is that it requires every SOA/LSMS (that wishes to use this functionality) to implement this feature.





			TBD


			FRS, IIS


			Func Backwards Compatible:  YES



This Change order proposes that filters may be implemented for an NPA-NXX before it is entered into the NPAC or a filter should be able to be implemented at the NPA level to account for any NXX in a particular NPA, even before an NXX may exist under that NPA within NPAC.





			N/A


			N/A / N/A





			NANC 396 (con’t)


			Proposed Solution (continued):



Major points/processing flow/high-level requirements:



1. The NPAC will continue to support filters at the NPA-NXX level.


a. The NPAC will keep the existing edit rule where an NPA-NXX must already exist in the NPAC in order to create a filter for that NPA-NXX.



b. The existing NPA-NXX filters will continue to be supported for NPAC personnel to maintain, via the NPAC GUI, for a requesting Service Provider.



c. The existing NPA-NXX filters will continue to be supported across the CMIP interface.



2. The NPAC will add support of filters at the NPA level.


a. The NPAC existing “NPA-NXX must exist” edit rule will NOT apply when creating NPA filters.



b. The new NPA filters will be supported for NPAC personnel to maintain, via the NPAC GUI, for a requesting Service Provider.



c. The new NPA filters will be supported across the CMIP interface (same as the NPA-NXX filter is currently).



d. Once an NPA filter is added, all subordinate NPA-NXX filters will be deleted.



3. Existing filter functionality related to broadcasts will remain in the NPAC (i.e., the NPAC will NOT broadcast data to an LSMS that has a filter for a given NPA or NPA-NXX).



4. No modifications required to local systems (SOA, LSMS).



5. No tunable changes.



6. No report changes.









			NANC 402


			Nextel



2/9/05


			Validate Code Owner (SPID) Before Opening Code



Business Need:


Refer to separate document.





			TBD


			TBD


			Func Backwards Compatible:  Yes
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			NANC 408


			T-Mobile



10/20/05


			SPID Migration Automation Change



Business Need:


Refer to separate document.





			TBD


			TBD


			Func Backwards Compatible:  Yes
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			NANC 413


			NeuStar 05/31/06


			Doc Only Change Order: GDMO


The current documentation needs to be updated:



added in Aug ’06


1.  subscriptionVersionNewSP-Create ACTION.  Behavior clarification (new text in bold).


New service providers must specify valid values for the following attributes, when the service provider's "SOA Sv Type Data" indicator is TRUE, and must NOT specify these values when the indicator is set to FALSE or when the subscriptionPortingToOriginal-SPSwitch is FALSE (ignored if value set to TRUE):



        subscriptionSvType



When the subscriptionPortingToOriginal-SPSwitch is FALSE  (ignored if value set to TRUE) the new service provider may specify valid values for the following attributes:



        subscriptionEndUserLocationValue



        subscriptionEndUserLocationType



        subscriptionBillingId


added in Aug ‘06


2.  subscriptionVersionModify ACTION.  Behavior clarification (new text in bold).


New service providers can only modify the following attributes for pending or conflict subscription versions, and when the subscriptionPortingToOriginal-SPSwitch is FALSE (ignored if value set to TRUE):





			


			GDMO


			Func Backwards Compatible:  YES



Correct the current documentation.






			N/A


			N/A / N/A





			NANC 413 (con’t)


			Doc Only Change Order: GDMO (continued)


added in Apr ’07


3.  Behavior clarification (new text in bold) for the following attributes:



auditDiscrepancyVersionId, serviceProvLRN-ID, serviceProvNPA-NXX-ID, subscriptionAuditId, subscriptionVersionId, lsmsFilterNPA-NXX-ID, numberPoolBlockId, serviceProvNPA-NXX-X-ID.



For the attribute actionId, this entire paragraph will be added.


The NPAC SMS currently uses a 32-bit signed integer for the Naming ID Value.  The maximum value is ([2**31] - 1) or 2.14B 2147483647 and the minimum value is -(2**31) or -2147483648.  Rollover will take place when an ID of maximum value is incremented.  The next ID value after the maximum of 2147483647 will be -2147483648.  It is anticipated that all Service Providers will be able to successfully handle Naming ID Values up to this maximum within this range as well as rollover after the maximum value is reached.



added in Jun ’07


4.  
























































			


			


Behavior clarification (new text in blue) for the incorrect usage of >:



--



-- 21.0 LNP NPAC Subscription Version Managed Object Class


--



subscriptionVersionNPAC-Behavior-2 BEHAVIOUR



    DEFINED AS !



        been returned.  The subscription version linked replies will be sorted by


        TN and then by subscription version ID so a filter can be created to


        return the next set of data where the TN value is greater than or equal to the last


        TN returned plus one, OR the TN is equal to the last TN returned AND the


        subscription version id is greater than or equal to the last subscription version id


        returned plus one. (e.g., (TN >= 123-456-78901 OR (TN = 123-456-7890 AND ID >= 12345))



!;








			NANC 414


			LNPA WG (from PIM 51) 11/14/06


			Validation of Code Ownership in the NPAC


Business Need:


Refer to separate document.





			TBD


			TBD


			Func Backwards Compatible:  TBD
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			NANC 415


			NeuStar 12/1/06


			SIP and H.323 URIs in the NPAC


Business Need:


Refer to separate document.





			TBD


			TBD


			Func Backwards Compatible:  YES
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			NANC 416


			LNPA WG 09/13/06


			BDD File for Notifications – Adding New Attributes


Business Need:


As indicated in NANC 412, doc-only FRS updates, two attributes are not included in the Notification BDD file, even though they are part of the actual notification that is sent to the SOA.  With this change order (action item 0906-02), those two attributes will be added to the BDD file, Business Type and Timer Type for Object Creation Notifications, so that the CMIP notification and the BDD file are consistent.



This change order would require development effort for both SOA systems and the NPAC.





			TBD


			FRS


			Func Backwards Compatible:  TBD





			


			





			NANC 417


			Syniverse 12/18/06


			Provide record count(s) for BDD Files and Delta BDD Files


Business Need:



Refer to separate document.






			TBD


			FRS


			Func Backwards Compatible:  TBD
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			NANC 418


			Syniverse 12/18/06


			Post-SPID Migration SV Counts


Business Need:



Refer to separate document.






			TBD


			M&P


			Func Backwards Compatible:  YES
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			Low


			N/A





			NANC 420


			NeuStar



3/31/07


			Doc-Only Change Order: FRS Updates



Business Need:


1.  Remove unnecessary page break in Table 0-1 Notation Key between RR and RX abbreviation description.  Remove RR table entry described as “This is a requirement that was identified in a NPAC SMS release subsequent to 1.X.” – this description was erroneously added in version 3.0.0.  The original RR description (last table entry), “This is a requirement that was identified as a new requirement for the system, during post-award meetings with the Illinois LCC.” – should remain (with correction of LCC to LLC).


2.  Prepaid Wireless SV Type -- With the implementation of NANC 399 and SV Type, several placeholder values were set aside for future use.  During the Mar ’07 LNPAWG mtg, it was agreed to begin using one of these placeholder values.  In both the intro section (1.2.16) and the data model section (SV data model – table 3-6, and Number Pool Block data model – table 3-8), the text for “SV Type 4” should be replaced with “Prepaid Wireless”.





			


			


			Func Backwards Compatible:  Yes



Update the current documentation to be consistent and reflect the current behavior.






			N/A


			N/A / N/A





			NANC 421


			NeuStar 03/31/07


			ASN.1 Updates for Prepaid Wireless SV Type


The current ASN.1 needs to be updated:



1.  Prepaid Wireless SV Type.



With the implementation of NANC 399 and SV Type, several placeholder values were set aside for future use.  During the Mar ’07 LNPAWG mtg, it was agreed to begin using one of these placeholder values.  The ASN.1 change is shown below:



SVType ::= ENUMERATED {



    wireline  (0),



    wireless  (1),



    voIP      (2),



    voWiFi    (3),



    sv-type-4 prepaid-wireless (4),



    sv-type-5 (5),



    sv-type-6 (6)



}


(continued)


			


			


			Func Backwards Compatible:  YES



Update the current documentation.






			


			





			NANC 421 (con’t)


			ASN.1 and GDMO Updates for Prepaid Wireless SV Type (continued)


The current GDMO needs to be updated


1.  GDMO Behavior clarification (new text in blue) for both the SV Type attribute (#153, shown below) and the Number Pool Block SV Type attribute (#155, not shown below, but same change):



--



-- 153.0 Subscription Version SV Type



--



subscriptionSvTypeBehavior BEHAVIOUR



    DEFINED AS !



        This attribute is used to specify the subscription version



        type.



        The possible values are:



            0 : wireline



            1 : wireless



            2 : VoIP


            3 : voWiFi



            4 : sv-type-4 prepaid-wireless


            5 : sv-type-5


            6 : sv-type-6



!;





			


			





			NANC 422


			NeuStar



6/30/07


			Doc-Only Change Order: IIS Updates



Business Need:



1.  Correct section 4.8, Subscription Version Queries, for the enhanced SV Query functionality over the SOA/LSMS interfaces.  The text gives an example using the > operator.  CMIP does not support >, so the reference text should be changed from “> value”, to “>= value + 1”, as shown below:



All subscription versions where ((TN >= 303-555-01501) OR (TN = 303-555-0150 AND subscription version ID >= 12345).





			


			


			Func Backwards Compatible:  Yes



Update the current documentation to be consistent and reflect the current behavior.






			N/A


			N/A / N/A








Accepted Change Orders



			Accepted Change Orders





			Chg Order #


			Orig. / Date


			Description


			Priority


			Category


			Proposed Resolution


			Level of Effort





			


			


			


			


			


			


			NPAC


			SOA LSMS





			NANC 147


			AT&T



8/27/97


			Version ID Rollover Strategy



Currently there is no strategy defined for rollover if the maximum value for any of the id fields (sv id, lrn id, or npa-nxx id) is reached.  One should be defined so that the vendor implementations are in sync.  Currently the max value used by Lockheed is a 4 byte-signed integer and for Perot it is a 4 byte-unsigned integer. 



Sep 99 LNPA-WG (Chicago), since the version ID for all data is driven by the NPAC SMS, the rollover strategy should be developed by Lockheed.  SPs/vendors can provide input, but from a high level, the requirement is to continue incrementing the version ID until the maximum ([2**31] –1) is achieved, then start over at 1 (Jan/Mar/May ’07 LNPAWG mtgs – it was mentioned that the reference here to “1” is confusing since that is not the decimal equivalent when a 32-bit number is rolled over, so instead of “1” the correct reference should say “minus [2**31] – 1”.), and use all available numbers at that point in time when a new version ID needs to be assigned (e.g., new SV-ID for a TN).



Dec ’05 comments:  NeuStar provided a list of five record types that could have numbers that roll over (since they come across the interface).  Local vendors have action item to determine if they will have a prob with numbers that come “out of order”.






			High


			FRS


			Func Backwards Compatible:  NO



A strategy on how we look for conflicts for new version id’s must be developed as well as a method to provide warnings when conflicts are found.



Oct 98 LNPAWG (Kansas City), it was requested that we begin discussing this in detail starting with the Jan 99 LNPAWG meeting.  Beth will be providing some information on current data for the ratio of SV-ID to active TNs (so that we can get a feel for how much larger the SV-ID number is compared to the active TNs).



Sep 99 LNPA-WG (Chicago), Lockheed will begin developing a strategy for this.



Jun 00 LNPA-WG (Chicago), AT&T analysis and calculation (using current and projected porting volumes) indicate that a need for a version ID rollover strategy is more than five years away.  Therefore, this change order is removed from R5, and will be discussed internally by NeuStar technical staff.



Jul 00 LNPAWG: NeuStar will track the problem.  It will be a NeuStar internal design.  Change order to stay on open list for possible later Document Only changes.



Jan 06 LNPAWG: Moved to accepted.






			High


			High? / High?





			NANC 147 (con’t)


			


			


			


			


			Mar 06 LNPAWG:  Action IDs and Audit IDs are now expected to rollover in 7 months in the SE Region.  NANC 147 will document the rollover strategy.  There will be no initiative to go to 64 bit IDs.


Sep 06 LNPAWG:  Action IDs and Audit IDs are now expected to rollover in less than two (2) months in the SE Region.  Since these numbers are really transaction numbers and are purged on a regular basis, reuse is not an issue.  The rollover strategy is to begin at 1.  No vendor reported an issue with this approach.  (Jan/Mar/May ’07 LNPAWG mtgs – it was mentioned that the reference here to “1” is confusing since that is not the decimal equivalent when a 32-bit number is rolled over, so instead of “1” the correct reference should say “minus [2**31] – 1”.  As discovered during industry testing in early 2007, some vendors did have a problem with this; these vendors plan to address the problem with software patches to their customers).


NANC 147 is still needed to document the rollover strategy for long-term data (like SV-ID), where an inventory of available numbers needs to be established.  At last check, this will be needed in ~850 months.  NeuStar will continue to monitor the usage of SV-IDs.


			


			





			NANC 355


			SBC 4/12/02


			Modification of NPA-NXX Effective Date (son of ILL 77)



Business Need:


When the NPAC inputs an NPA Split requested by the Service Provider and the effective date and/or time of the new NPA-NXX does not match the start of PDP, the NPAC cannot create the NPA Split in the NPAC SMS.  To correct this problem the NPAC can contact the Service Provider and have them delete and re-enter the new NPA-NXX specified by the NPA Split at the correct time, or the NPAC can delete and re-enter the NPA-NXX for the Service Provider.



However, the NPA-NXX may already be associated with the NPA Split at the Local SMS, and the subsequent deletion of the NPA-NXX will cause that specific record to be old time-stamped.  When the NPA-NXX is re-created, that new record will have a different time stamp, and it requires a manual task for the Service Provider to search for new NPA-NXX records which might match the NPA Split.  If identified and corrected, it will be added.  If not identified, it will affect call routing after PDP.






			


			FRS, IIS, GDMO


			Func Backwards Compatible:  NO



This activity would only be allowed by NPAC personnel, via the GUI, to modify the NPA-NXX Effective Date.



At the time of modification request, all existing pending subscription versions must have a due date greater than the new effective date in order for the change to occur.  If one or more pending subscription versions have a due date less than the new effective date, a change would not be made and an error message would be returned to the NPAC user.



It would be the responsibility of the owner of the NPA-NXX to resolve issues of pending versions with due dates prior to the new effective date before a change could be made.



For valid requests, the NPAC will notify the SOA/LSMS of a modified effective date (M-SET). 



Jan ’03 LNPAWG, approved, move to accepted category.


			Med-Low


			TBD / TBD





			NANC 382


			NeuStar 4/4/03


			“Port-Protection” System



(The following is the original request.  Subsequent modifications were made during several LNPAWG meetings.  Refer to the bottom of this change order for the current version.)



Overview:



The “Port Protection” system is a competitively neutral approach to preventing inadvertent ports that gives end-users the ability to define their portable telephone numbers as “not-portable.”  The NPAC SMS enforces the “not-portable” status of a telephone number so long as it remains in effect.  No Local Service Provider (LSP) can invoke or revoke “port protection” on a working telephone number; end-users completely control the portability of their portable telephone numbers.



Business Need:



Inadvertent porting of working numbers is a concern to both Local Service Providers (LSPs) and their customers.  In today’s LNP environment, an LSP cannot absolutely assure its customers that their terminating service will not be interrupted, even if it can insure that physical plant is operated without failure.  This is because any LSP by mistake may port a telephone number away from that number’s current serving switch.



The inadvertent port can occur in a number of ways, but the most common occurrences appear to be caused by two errors: (1.) when the wrong telephone number submitted to NPAC for a conventional inter-SP port, and (2.) when intra-SP ports are not done before a pooled block is created.  There is a similar inadvertent port problem for non-working numbers, but erroneous moves of non-working numbers are not directly service-affecting and are not addressed here.



NeuStar suggests the following competitively neutral method to prevent inadvertent ports of working TNs.


			TBD


			FRS, IIS, GDMO, ASN.1


			Interface and Functional Backwards Compatible:  NO



Description of Change:



(The following is the original request.  Subsequent modifications were made during several LNPAWG meetings.  Refer to the bottom of this change order for the current version.)



See next page.






			TBD


			TBD / TBD





			NANC 382 (con’t)


			Continuation of NANC 382, Port-Protection System, Proposed Resolution section:



-- System Architecture -- 



Changes to the NPAC SMS are required, to establish a table of “Port-Protected TNs” in which portable numbers that no longer can be ported are listed.  A step must be added to the NPAC SMS’s validation process in order to check this new table whenever an inter-SP port or pooled block create is attempted.
  An interface change could be required as well if industry wishes to know when a request’s rejection is due to the involved number being on the “Port Protection” list.



Creation of an IVR system is required, to receive end-user requests for protection of their numbers from porting (or to remove this protection) and to relay the information to the NPAC SMS.  The system would automatically modify the NPAC’s “Port-Protection” tables based on the end-user requests it receives.  Access to the IVR would be through the end-user’s current LSP customer rep.  Any other LSP willing to assist the end-user could be involved.



The end-user’s telephone number is entered in the NPAC’s “Port Protection” tables whenever “port-protection” is requested.  The end-user cannot reach the “Port-Protection” IVR system directly, but instead must be connected through a local Service Provider’s customer contact system, much like what is done in the PIC selection process, where the Service Provider’s customer rep advances the call to a third-party verification service, then leaves the call to allow the third-party verifier and end-user to converse.



The IVR system must recognize the LSP as authorized to participate in the “Port Protect” process.  (The LSP need not be a facility-based provider.)



Arrangements for security handshakes must be made in advance with each participating LSP.



A telephone number may be added to or removed from the “Port Protection” list whenever and as often as the end-user wishes.



To maintain the proposal’s competitive neutrality, the process assumes any LSP may assist the end-user.  However, the possibility of end-users invoking or revoking “Port Protection” on telephone numbers other than their own would be mitigated if only an LSP with which the end-user had a contractual relationship could participate, i.e., only the current LSP or a new LSP in a pending port request situation.



(con’t)





			NANC 382 (con’t)


			Continuation of NANC 382, Port-Protection System, Proposed Resolution section:



-- System Operation -- 



The end-user’s telephone number is entered in the NPAC’s “Port Protection” tables whenever “port-protection” is requested.  The end-user cannot reach the “Port-Protection” IVR system directly, but instead must be connected through a local Service Provider’s customer contact system, much like what is done in the PIC selection process, where the Service Provider’s customer rep advances the call to a third-party verification service, then leaves the call to allow the third-party verifier and end-user to converse.



The IVR system must recognize the LSP as authorized to participate in the “Port Protect” process.  (The LSP need not be a facility-based provider.)



Arrangements for security handshakes must be made in advance with each participating LSP.



A telephone number may be added to or removed from the “Port Protection” list whenever and as often as the end-user wishes.



To maintain the proposal’s competitive neutrality, the process assumes any LSP may assist the end-user.  However, the possibility of end-users invoking or revoking “Port Protection” on telephone numbers other than their own would be mitigated if only an LSP with which the end-user had a contractual relationship could participate, i.e., only the current LSP or a new LSP in a pending port request situation.



When the NPAC attempts to create a pending SV or a pooled block, the NPAC will check the “Port Protection” list in its validation process for inter-SP port (including Port-to-Original) and “-X” create requests. 



The “Port Protection” validation does not occur for intra-SP ports.  These may represent inadvertent ports, but validation necessary to determine whether override would be appropriate is not feasible.  The validation occurs for only those deletes that are “Port-to-Original” situations.



(con’t)





			NANC 382 (con’t)


			Continuation of NANC 382, Port-Protection System, Proposed Resolution section:



 -- Process Flow -- 



The end-user contacts an LSP (or an LSP contacts the end-user).  (It is not inherently necessary for there to be Service Provider involvement in this process, but NeuStar is not prepared to operate a system which does not involve LSP participation.)



End-user indicates desire to invoke (or revoke) “Port Protection.”



LSP customer rep places end-user on hold and calls the “Port-Protection” IVR.



LSP provides its pre-assigned ID information to IVR system.  (LSP arrange for security codes before attempting to assist end-users with the “Port-protection” process.)



LSP brings end-user on to the active line and leaves call; end-user interacts with IVR.



Using a standard script, the IVR confirms caller is authorized to make changes to the telephone number account, determines the caller’s name, and lists the telephone number(s) to be added to (or removed from) the “port-protection” table.  The customer may actually enter the TN desired.  The call is recorded.



The IVR system then enters this information into an automated ticket system.



Completion of the ticket automatically sends triggers an update of the NPAC’s “port-protection” table.



In the case of a number that has been entered in the port-protection table, but is no longer assigned to an end-user, the current Service Provider itself can ask that the number be removed from the “port-protection” table.  The provider would have to be recognized by the NPAC as the code/block owner and would have to state that the number is not assigned to an end-user.









			Continuation of NANC 382, “Port-Protection” System



This change order was reviewed and revised during the May through Sep ’03 LNPAWG meetings.  The final version of the open change order at the time of acceptance (for development of more detailed information) is shown below:



Overview:



The “Port Protection” system is a competitively neutral approach to preventing inadvertent ports.  The system makes it possible for end-users to define their portable telephone numbers as “not-portable.”  The NPAC SMS prevents the port of a “not-portable” telephone number (TN) through its automated validation processes.  A Local Service Provider (LSP) can invoke or revoke “port protection” for a working TN, but only at the end-user’s request.



Business Need:



Inadvertent porting of working TNs is a concern to both Local Service Providers (LSPs) and their customers.  In today’s LNP environment, an LSP cannot absolutely assure its customers that their terminating service will not be interrupted, even if it can insure that the physical plant is operated without failure.  This is because another LSP by mistake may port a TN away from that number’s current serving switch. 



The inadvertent port can occur in a number of ways, but the most common occurrences appear to be caused by two errors: (1.) the wrong TN is submitted to the NPAC SMS for a conventional inter-SP port, and (2.) intra-SP ports are not done before a thousands-block is created. There are similar inadvertent port scenarios for non-working TNs, but erroneous moves of non-working TNs are not immediately service-affecting and are not addressed here.



NeuStar suggests the following competitively neutral method to prevent inadvertent ports of working TNs.


			Interface and Functional Backwards Compatible:  NO



This change order was reviewed and revised during the May through Sep ’03 LNPAWG meetings.  The final version of the open change order at the time of acceptance (for development of more detailed information) is shown below:



Description of Change:



 -- System Architecture -- 



Changes to the NPAC SMS are required to establish a table of “Port Protected” TNs, in which portable numbers that no longer can be ported are listed, and to add a validation step that rejects attempts to port a TN that is on the list.  The validation is performed on the new-SP’s Create message for an inter-SP port, when a thousands block is created, and, optionally, for an intra-SP port.  (The optional intra-SP port validation is invoked on a SPID-specific basis.)   The rejection notification sent when a request fails this NPAC SMS validation will indicate that the TN is on the Port Protection list.  No interface change is required for this rejection message, since a new optional attribute will be added to accommodate the new error text.



LSP requests to add TNs to the Port Protection table are made to the NPAC Help Desk via e-mail (the TNs involved are shown on an Excel attachment to the e-mail message).  LSPs use the same approach to delete TNs from the table.



(con’t)





			NANC 382 (con’t)


			Continuation of NANC 382, Port-Protection System, Proposed Resolution section:



-- System Operation -- 



A TN is added to the NPAC’s Port Protection table when an LSP requests this action.  The same process applies when an LSP requests the removal of a TN from the table.



The NPAC Help Desk accepts requests to change Port Protection table entries only from pre-authorized representatives of an LSP.  (The LSP need not be a facility-based provider.)  A TN may be added to or removed from the “Port Protection” list as often as required.



When the NPAC SMS receives the new SP’s Create request, it will check the Port Protection table during the Pending SV Create validation process for inter-SP ports (including Port-to-Original SV deletes). Optionally
, the validation is performed for intra-SP ports.



The NPAC SMS also will make this validation check in connection with “-X” create requests.
 


The validation is not applied to Modify requests



In the disconnect scenario, the NPAC SMS will check the Port Protection list and, if the TN is found, will remove the involved disconnected ported TN from the list.  This automatic removal of a disconnected TN from the Port Protection list can occur only in the case of a disconnected TN that was ported.  A non-ported TN that is disconnected must be removed from the list by the LSP having the disconnected non-ported TN in its inventory.



(con’t)





			NANC 382 (con’t)


			Continuation of NANC 382, Port-Protection System, Proposed Resolution section:



-- Process Flow -- 



NPAC Help Desk



· The end-user contacts an LSP (or an LSP contacts the end-user). 



· End-user indicates to LSP his desire to invoke (or revoke) “Port Protection.”



· LSP contacts NPAC Help Desk via e-mail to request change.



· The NPAC Help Desk updates the Port Protection table.



NPAC SMS


· NPAC SMS applies the Port Protection validation (1.) to the new-SP Create request of an inter-SP port, (2.) to a Block Creation request, and (3.) optionally at the individual SPID level, to an intra-SP port request.  If the TN is found on the Port Protection list, NPAC SMS rejects the request and indicates that a Port Protection validation failure is the reason for the request’s rejection.



· Disconnect of a ported TN results in automatic removal of the TN from the Port Protection list; disconnect of a non-ported TN requires owning LSP to request the disconnected TN’s removal from the list.



· An LSP’s regional NPAC SMS Profile indicates whether the Port Protection validation should be applied also to its intra-SP port requests.









			382 (cont)


			Nov ’03 LNPAWG, discussion:


The group discussed the high-level steps.  There were a couple of updates that were requested.  These steps will be evaluated once the policy issues/questions are discussed:



1. For intra-ports, let the port go through and keep them on the list.



2. In steps 4.b, no need to look at the list, just allow the Old SP Create to happen.  If they are on the list, then for now, leave it on the list.



3. For step 8, add that this does NOT apply to PTO.



Policy issues/questions:  (at the Jan ’04 LNPAWG, we would discuss if and how, we might Tee this up at NANC).



1. What types/classes of numbers can be placed on the list?  What criteria?  What kind of criteria.



2. Who can put it on the list and remove it from the list?  This is an authorization question.



3. What is the PROCESS for getting them on and off the list?  How mechanically, do you put/remove it on the list.



4. Who can access the list, need a process to access the list.  What is shown when they access the list    (police, other authority)



Other points discussed:



1. Want more than just the IVR way to get numbers on/off the list.



2. Want some type of pre-validation process to “ping” the list and see if someone is on the PPL.



3. Want the ability to audit the list.









			NANC 390


			Qwest



10/16/03


			New Interface Confirmation Messages SOA/LSMS – to - NPAC



Business Need:


Service Provider systems (SOA/LSMS) need to know (in the form of a positive acknowledgement from the NPAC) that the NPAC has received their request message, so the systems (SOA/LSMS) do not unnecessarily resend the message and cause duplicate transactions for the same request.



Based on the current requirements for the NPAC, the NPAC acknowledgement message (generally referred to as "a response to a request" from the SOA/LSMS) is not returned until AFTER the NPAC has completed the activity required by that request.  During heavy porting periods, transactions that require many records to be updated may take longer than normal for a response to be received from the NPAC.  In the case of a delayed response, the SOA/LSMS may abort the association to the NPAC (e.g., after the 15 minute Abort timer expires).  When the association is re-established, the SOA/LSMS may resend messages to the NPAC because they haven’t received a response to the first message and thus believe the NPAC did not receive the original message.  This behavior can lead to a duplicate transaction for the same request thus:  1.) causing a heavy volume of transactions over the NPAC to SOA/LSMS interface, 2.) slowing Porting completion, 3.) causing an increase of Porting costs, 4.) causing duplicate message processing at the NPAC, and 5.) possibly causing manual intervention by NPAC and Service Provider personnel, etc.


			TBD


			FRS, IIS, GDMO, ASN.1


			Func Backwards Compatible:  NO



A new message will be explored during the Nov ’03 LNPAWG meeting.



Additionally, a discussion item needs to occur regarding the possible inclusion of Service Provider profile settings to support this new feature.


			N/A


			N/A  / N/A





			NANC 390 (con’t)


			Nov ’03 LNPAWG, discussion:


Explained the current functionality, and the fact that higher priority transactions will be worked before other requested work, which can cause delays in responses.  In the case where previously submitted work was re-sent to the NPAC, the NPAC may have to re-do work it has already done.



Providers may see a backup in their SOA traffic, thereby causing them to process extra data as well.



A toggle would need to be added for backwards compatibility.  Providers that support the new confirmation message would use the new method/flow, and other providers would continue to use the current method/flow.  There is definitely a benefit to this, but to obtain the benefit would require changes to the SOA as well.



It was agreed that this would be accepted as a change order, and would continue to be worked with the Architecture group in December.



Feb ‘04 – Refer to the Architecture Planning Team’s working document for the latest information on this change order.





			NANC 397


			Verizon Wireless and SNET Diversif’d Group


7/28/04


			Large Volume Port Transactions and SOA Throughput



Overview:



Service Providers have voiced concerns about the volume of port transactions that the NPAC can process per second when mass changes need to be made and broadcasted to the industry.  Now that wireless service providers are porting throughout the United States, the volume of port transactions has increased and will continue to increase in general, and mass changes will need to be made more frequently as well. The consolidations of Carriers and Switches will also generate an increase in the number of Mass Modifications for the update of the Network Data Tables (LIDB, CNAM, CLASS, ISVM and SMSSC).



Business Need:



As wireless service providers are continually managing their networks and load-balancing the traffic and subscribers on them, the need for HLR and DPC database changes may become more frequent and of larger volumes in the future.  For example, the wireless carrier may need to modify LRNs for 100,000 ported in subscribers to effectively change their switch designations.  Ultimately, the NPAC must be able to handle those 100,000 transactions in a short amount of time.  The desired process would be to modify all the records in one evening rather than having to split up the changes over a period of days or weeks. Similarly, Service Providers who have consolidated or have changed business plans need to update the Network Tables in order to ensure proper routing to Database Storage (LIDB, CNAM, etc.).



(continued)


			TBD


			N/A


			Func Backwards Compatible:  YES



The performance impacts to the SOAs, NPAC, and LSMSs need to be determined for large volume ports.



As porting volumes increase, it will be very important for all systems to be capable of reliably receiving downloads while retaining their association under heavier loads.


All systems should be able to maintain their current required availability level under heavy loads.  Large volume porting should not require scheduled downtime.  



The current plan is for service providers to start compiling technology migration forecast estimates and provide this information to Steve Addicks by March ’05.  At that time, the Architecture Team will begin a review of the data (without service provider names) and begin some analysis on next steps.






			TBD


			TBD / TBD





			NANC 397 con’t


			Intense coordination is required to effect the changes necessary to properly route the queries associated with these databases, including LERG, LARG and CNARG updates, GTT changes in STPs and end office routing changes.  Additionally, modifications need to be made to the Network Tables in the NPAC and the transaction limitations force such modifications to be spread over weeks and/or months straining the resources of an industry already processing changes on a 24X7 basis. The two methods available for large volume NPAC changes are 1) modifications done through the SOA and 2) modifications done using the industry Mass Modification process.  Processing through the SOA, at the current rate of 4 to 6 transactions per second, it could take more than 4 hours to make LRN changes to 100,000 subscribers. If something goes wrong and the Service Provider needs to back out of the changes, then another 4 hours would be required to make the corrections.  This could start to creep into regular business hours in large volume ports. There is a concern about technology migrations and the current 25K/night operational limitation (originally submitted as PIM 43, and now turned into a change order).  This is not an immediate need, but something that should be planned for the three-five years out timeframe.



(May ’07 LNPAWG mtg – the following paragraph is retained for historical purposes, even though the quantity limitation on the industry Mass Modification notification process has been updated.  The current value as of Mar ’07 is set to 10,000 changes per hour, per region, seven days a week).  The industry Mass Modification process is limited to 25,000 changes per region per day Monday through Friday and 50,000 changes per region per day Saturday and Sunday. This limitation applies to all service providers requesting a change, so if more than one service provider wishes to make changes on a particular day, the limitation encompasses all service providers wishing to modify records. A wireless subscriber migration involves more than just that service provider; it also involves each of that service provider’s roaming partners updating their networks on the same night, resulting in a very large coordinated effort among many parties.



There are also concerns about multiple wireless service providers doing these same types of migrations on the same nights and what coordination needs to take place to ensure that all service providers are able to manage their networks as needed and when needed.  Using the Mass Modification method for large volume projects requires a high level of coordination and scheduling especially if other service providers in the region also need to do large modifications at the same time.



Additional updates between the NPAC and the SOA may be needed using the Mass Modification process.  This adds additional time and coordination to fully complete a large volume project.


			Jan 06 – moved to Accepted per LNPAWG discussion.



Jan, Mar 07 – continued discussion in Architecture Planning Team’s meeting.



For the May meeting, the requirements will be included to reflect current values and new values that would be necessary for 25K/hr.



(Continued next page)





			NANC 397 con’t


			Large Volume Port Transactions and SOA Throughput    (Proposed Resolution section, continued)


The current (Mar ‘07) industry Mass Modification notification process is set to 10,000 changes per hour, per region, seven days a week.



Current requirements, NANC 393, FRS 3.3, downloads to the LSMS are 14,760/hr.  Change bars indicate new numbers to support 25K/hr.


R6-28.1
SOA to NPAC SMS interface transaction rates - sustained



A transaction rate of 4.0 7.0 CMIP transactions (sustained) per second shall be supported by each SOA to NPAC SMS interface association.



R6-28.2
SOA to NPAC SMS interface transaction rates - peak



NPAC SMS shall support a rate of 10.0 CMIP operations per second (peak for a five minute period, within any 60 minute window) over a single SOA to NPAC SMS interface association.



R6-29.2
NPAC SMS to Local SMS interface transaction rates - peak



NPAC SMS shall, support a rate of 5.2 CMIP operations per second (peak for a five minute period, within any 60 minute window) over each NPAC SMS to Local SMS interface association.
This requirement will be deleted.  Therefore, the LSMS performance rate will be strictly a sustained rate.


RR6-107

SOA to NPAC SMS interface transaction rates – total bandwidth



NPAC SMS shall support a total bandwidth of 40.0 70.0 SOA CMIP transactions per second (sustained) for a single NPAC SMS region.  (previously NANC 393, NewReq 1)



RR6-108

NPAC SMS to Local SMS interface transaction rates – sustained



NPAC SMS shall support a rate of 4.0 7.0 CMIP transactions per second (sustained) over each NPAC SMS to Local SMS interface association.  (previously NANC 393, NewReq 2)








			NANC 397 con’t


			Large Volume Port Transactions and SOA Throughput    (Proposed Resolution section, continued)


Current requirements, NANC 393, FRS 3.3, downloads to the LSMS are 14,760/hr.  Change bars indicate new numbers to support 25K/hr.



RR6-109

NPAC SMS to Local SMS interface transaction rates – total bandwidth



NPAC SMS shall support a total bandwidth of 156 210 Local SMS CMIP transactions per second (sustained) for a single NPAC SMS region.  (previously NANC 393, NewReq 3)



May 07 – continued discussion in Architecture Planning Team’s meeting.



The updated requirements were reviewed.  The performance increase would likely affect more than just software changes (i.e., hardware, network).  When questioned again on the need to allow half the time for the backout, Verizon Wireless responded that a problem may not be known until the entire migration was completed, and therefore the back-out requirement would need a comparable time interval to perform the backout.



NeuStar suggested an option that would use a new message to indicate “starting migration now”, and a subsequent message to indicate “migration complete” or “migration should be backed out”.  This approach allows a potential to use much more of the maintenance window for the initial broadcast, since database backout or commits will be much faster than additional SV modification broadcasts.  Discussion will continue during the Jul ’07 APT mtg.


(continued)









			NANC 397 con’t


			Large Volume Port Transactions and SOA Throughput    (Proposed Resolution section, continued)


Jul ‘07 – continued discussion in Architecture Planning Team’s meeting.



The discussion was centered on the volume number and the various options on the approach to accomplishing the 100K updates overnight.  Pros and cons for each of these were discussed.
1.) is it 100K in eight hours with a single message to indicate begin and another single message to indicate end? (effectively up to 100,002 messages, assuming no ranges),
2.) is it 100K in four hours to allow a full backout by sending 100K backout messages? (effectively up to 200,000 messages, assuming no ranges),
3.) is it 100K in eight hours utilizing TN lists where there is enough time to perform both the updates as well as a potential back-out? (potentially as few as two messages, assuming one message with a list of 100K TNs, and another single message with a list of 100K TNs to back-out)
4.) is it a case where 100K+ could be accomplished using a selection criteria rather than TNs or TN-Ranges? (a single message that says “update where LRN =xyz”)
5.) is it a case where associating DPC data with an LRN and broadcasting as network data rather than SV data would help? (much fewer messages, but quantity unknown at this time) or
6.) is it a higher number than 100K to accommodate a large company merger where millions of numbers may be involved?  This item reflects the discussion on NANC 349 and the batch offline mode, since the group agreed to stop working on 349 and just work the volume issues here in 397.  (could possible use any method)




1.  The single message approach.  This method clearly cuts down on the number of messages sent across the CMIP interface.  However, the updates to the SCP have been identified as the bottleneck, so this method might not be that effective.  Additionally, this method is only effective if vendors and Service Providers implement the functionality to process this new message.  This would require development on the NPAC side as well.



2.  The full-backout approach.  This method requires 50% of the time to be allocated for updates to be sent out, and the other 50% for revert-back messages to be sent out.  It is expected that the quantity of messages would be the same for both the initial updates and the back-outs.  The benefit of this method is that existing messages could be used, so no new development is required.



3.  The TN range approach.  This method reduces the number of messages sent across the CMIP interface.  The current ASN.1 definition does not support a TN/TN-range list for modify requests, so there would be development required (GDMO/ASN.1 changes and NPAC code changes).  The max size of the message would have to be discussed.



4.  The selection criteria approach.  This method reduces the number of messages sent across the CMIP interface AND minimize the size of those messages.  The selection criteria may be sub-divided to better manage the groups of updates.



5.  The single DPC associated to an LRN approach.  This method could potentially cut down many messages.  However, it loses the flexibility to associate more than one pair of DPC/SSN values to a single LRN, which several Service Providers indicated they use in production today.  With this approach, the NPAC network data would be expanded to include associated DPC/SSN with each LRN.  Other desired DPC values will continue to be populated at the SV level on an exception basis.


6.  The larger volume question.  This question is currently under discussion at the LNPAWG.





			NANC 400


			NeuStar



1/5/05


			URI Fields



Business Need:


Refer to separate document.





			TBD


			TBD


			Func Backwards Compatible:  Yes



Dec 05 – moved to Accepted per LNPAWG discussion
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			NANC 401


			VeriSign



1/13/05


			Separate LSMS Association for OptionalData Fields



Business Need:


Refer to separate document.





			TBD


			TBD


			Func Backwards Compatible:  Yes



Jan 06 – moved to Accepted per LNPAWG discussion
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			NANC 403


			NeuStar



3/30/05


			Only allow Recovery Messages to be sent during Recovery


The current documentation does NOT specifically state that ALL recovery messages should only be sent to the NPAC during recovery (it is currently indicated for notifications and SWIM data).  This change order will clarify the documentation to include ALL data.



This will require some operational changes for Service Providers that utilize Network Data and/or Subscription Data recovery while in normal mode.


			TBD


			TBD


			Func Backwards Compatible:  Yes



The proposed solution is to update the FRS, IIS and GDMO recovery description to indicate that network data and subscription data recovery requests sent during normal mode will be rejected.



No sunset policy will be implemented with this change order.






			


			





			NANC 403



(con’t)


			Proposed Solution:



FRS, new requirements:



Req 1       All Data Recovery Only in Recovery Mode



NPAC SMS shall allow a SOA or LSMS to recover data ONLY in recovery mode.



Req 2       Recovery Restriction Tunable Parameter


NPAC SMS shall provide a Regional Recovery Restriction in Recovery Mode Only tunable parameter which is defined as an indicator on whether or not the restriction of recovery requests only be allowed while in recovery mode is supported by the NPAC SMS for a particular NPAC Region.



Req 3       Recovery Restriction Tunable Parameter Default


NPAC SMS shall default the Regional Recovery Restriction in Recovery Mode Only tunable parameter to TRUE.



Req 4       Recovery Restriction Tunable Parameter Modification


NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to modify the Regional Recovery Restriction in Recovery Mode Only tunable parameter.



IIS, section 5.2.1.9, add the following text:



All recovery requests can only be sent to the NPAC when the SOA/LSMS is in recovery mode, otherwise an error message is returned (failed).



IIS, section 5.3.4, change the following text:



Service Provider and Notification All recovery requests can only be sent to the NPAC when the SOA/LSMS is in recovery mode, otherwise an error message is returned (failed).



GDMO, lnpDownload notification, add the following text in the behavior section:



All recovery requests can only be sent to the NPAC when the SOA/LSMS is in recovery mode, otherwise an error message is returned (failed).



Dec 05 – moved to Accepted per LNPAWG discussion.








			NANC 419


			AT&T



3/15/07


			User Prioritization of Recovery-Related Notifications



Business Need:


The existing NPAC Notification Priority process only allows a certain type of notification to have a different priority from another type.  Using this method, however, SOAs cannot distinguish between the reason for a certain type of notification.  For example, a Status Attribute Value Change notification could indicate that all LSMSs successfully responded and a pending SV is moving to active, or it could indicate that a discrepant LSMS has just completed recovery and a partial-failure SV is moving to active.


As a result, an SP that is recovering SVs could cause the activating SOA to experience unintended delays in receiving notifications for different activities because the recovery process generates its own set of notifications.  This unintended delay could happen hours after the initial activity, when the SOA is otherwise relatively lightly loaded, causing confusion to the SOA users.






			


			


			Func Backwards Compatible:  TBD



Develop a mechanism that further defines certain notifications as initiated by regular activity versus recovery activity.  With this change order the two instances would be differentiated, and an SP could indicate a different prioritization for one versus the other.


May ’07 APT:



The business need/scenario was explained during the APT meeting, with agreement from the group that the text captured the current business need.  The group also agreed to recommend acceptance of this change order by the LNPAWG.  The CMA will add additional text to this change order, then send out prior to the Jun ’07 LNPAWG con call, with a recommendation of approval from the APT.



Example of current notification:



Notification -- L-11.0 A1 SV SAVC Activates to new SP priority.



Definition -- When an INTER or INTRA SV has been created in the Local SMSs (or ‘activated‘ by the SOA) and the SV status has been set to:  Active or Partial-Failure. The notification is sent to both SOAs: Old and New. If the status has been set to Partial-Failure, this notification contains the list of Service Providers (SP) LSMSs that have failed to receive the broadcast.






			


			





			NANC 419 (con’t)


			Proposed Resolution:



Add a new scenario to the list of notification priorities (42 listed in the FRS, Appendix C).  The new one will be specific to notifications generated as a result of recovery requests (not to be confused with notification recovery).  This will allow notifications generated where the reason is recovery to have a lower priority than the same notification generated where the reason is a SOA GUI user working real-time with a customer request.



In the example above, notification L-11.0 A1 would have a lower priority in a recovery-related SV activate scenario where one LSMS failed the initial SV activate download, but successfully recovered that SV activate download at a later time, whereas a different instance of notification L-11.0 A1 would have a higher priority in a regular SV activate scenario where all LSMSs successfully processed the SV activate download.



Jun ’07 LNPAWG con call:



The change order was accepted  by the LNPAWG during the call.  Detailed requirements will begin to be developed.



Jul ’07 LNPAWG meeting:



Upon further discussion, it was agreed that instead of just one new notification that would be generated as a result of a recovery request, the type of activity (activate, modify, disconnect) should also be accounted for in the proposed solution.  The group will discuss the complexity of different types of activity, and whether this is needed and/or confusing to manage.  With this new ability to “change the order”, the issue of out-of-sequence notifications needs to be discussed as well.



The attached document describes the proposed new notifications in blue.  These will be discussed during the Sep ’07 LNPAWG meeting.
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Next Documentation Release Change Orders



			Next Documentation Release Change Orders





			Chg Order #


			Orig. / Date


			Description


			Priority


			Category


			Proposed Resolution


			Level of Effort





			


			


			


			


			


			


			NPAC


			SOA LSMS





			


			


			


			


			


			


			


			





			


			


			


			


			


			


			


			








Next Release (TBD) Change Orders



			Next Release (TBD) Change Orders





			Chg Order #


			Orig. / Date


			Description


			Priority


			Category


			Proposed Resolution


			Level of Effort





			


			


			


			


			


			


			NPAC


			SOA LSMS





			


			


			


			


			


			


			


			





			


			


			


			


			


			


			


			








Cancel – Pending Change Orders



			Cancel - Pending Change Orders





			Chg Order #


			Orig. / Date


			Description


			Priority


			Category


			Proposed Resolution


			Level of Effort





			


			


			


			


			


			


			NPAC


			SOA LSMS





			


			


			


			


			


			


			


			





			


			


			


			


			


			


			


			








Current Release Change Orders



			Current Release Change Orders





			Chg Order #


			Orig. / Date


			Description


			Priority


			Category


			Proposed Resolution


			Level of Effort





			


			


			


			


			


			


			NPAC


			SOA LSMS





			


			


			See Implemented List for details on Release 3.3.






			


			


			


			


			








Summary of Change Orders



			Release # / Target Date


			Change Orders


			Backwards Compatible





			Open


			NANC 372 – SOA/LSMS Interface Protocol Alternatives


NANC 396 –NPAC Filter Management – NPA-NXX Filters



NANC 402 – Validate Code Owner (SPID) Before Opening Code



NANC 408 –SPID Migration Automation Changes



NANC 413 – Doc Only Change Order:  GDMO



NANC 414 – Validation of Code Ownership in the NPAC


NANC 415 – SIP and H.323 URIs in the NPAC


NANC 416 – BDD File for Notifications – Adding New Attributes



NANC 417 – Provide record count(s) for BDD Files and Delta BDD Files


NANC 418 – Post-SPID Migration SV Counts


NANC 420 – Doc Only Change Order:  FRS



NANC 421 – ASN.1 Updates for Prepaid Wireless SV Type






			





			Accepted


			NANC 147 – Version ID Rollover Strategy



NANC 193 – TN Processing During NPAC SMS NPA Split Processing



NANC 355 – Modification of NPA-NXX Effective Date (son of ILL 77)


NANC 382 – “Port-Protection” System


NANC 390 – New Interface Confirmation Messages SOA/LSMS – to - NPAC


ion Version Creation and its Activation


NANC 397 – Large Volume Port Transactions and SOA Throughput



NANC 400 – URI Fields



NANC 401 – Separate LSMS Association for OptionalData Fields



NANC 403 –Only allow Recovery Messages to be sent during Recovery



NANC 419 – User Prioritization of Recovery-Related Notifications






			





			Next Doc Release


			


			





			Next Release


			


			





			Cancel-Pending


			


			





			Current Release


			See Implemented List for details on R3.3


			








� It is appropriate to prevent the creation of a pooled block if any non-ported number in the block is “port-protected” since to allow the block’s creation would result in an inadvertent port of these numbers if the block eventually is assigned to another switch.  But the intra-SP porting activity required before creating a contaminated block must be allowed to occur without requiring end-users to temporarily lift the port restrictions on their numbers.  It therefore appears that an exception to the port protection validation is required, to allow a protected number to be intra-SP ported even if the number is “Port Protected.”  Without network data that is unavailable to NPAC today, the NPAC could not reliably determine whether an intra-SP port maintains the telephone number’s association with the same switch from which the number was served before the intra-SP port occurred.  A reasonable compromise appears to suppress the “Port-Protect” check when validating intra-SP ports rather than develop an elaborate validation process to address this scenario more completely.




� A modify of an active SV’s or block’s LRN can result in the move of a telephone number to a different switch and thus could result in an inadvertent port.  NeuStar is not proposing the “Port Protect” validation be applied to Modify actions because of the complexity of such validation.




� The validation of intra-SP ports occurs only if the involved SP has indicated in its NPAC SMS profile that this validation is desired.




� It is appropriate to prevent the creation of a pooled block if any non-ported number in the block is on the Port Protection list, since to allow the block’s creation would result in an inadvertent port of these numbers when (if) the block eventually is assigned to another switch.  But the intra-SP porting activity, necessary before creating a contaminated block, is allowed to occur without requiring that the port restrictions be lifted from TNs in the block.  This exception to the Port Protection validation is provided in order to allow a TN to be intra-SP ported even if the TN is on the Port Protection list.  The option to include intra-SP ports in the Port Protection validation process is provided at the individual LSP’s request.




� A modify of the LRN in an active SV or block record also can result in the move of a telephone number to a different switch and thus could result in an inadvertent port.  However, NeuStar is not proposing the Port Protection validation be applied to Modify actions because of the complexity of such a validation.
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NANC 417 – Working Copy








Origination Date:  12/18/06



Originator:  Syniverse Technologies



Change Order Number:  NANC 417



Description:  Provide record count(s) for BDD files and Delta BDD files



Cumulative SP Priority, Weighted Average:  




Pure Backwards Compatible:  Yes



IMPACT/CHANGE ASSESSMENT




				FRS



				IIS



				GDMO



				ASN.1



				NPAC



				SOA



				LSMS







				Y



				N



				N



				N



				Low



				TBD



				TBD











Business Need:




When a BDD file is distributed, the number of records that are included in the file is not known.  In order to ensure that the file was completely generated and received intact, a record count for the file should be included.




Since the NPAC is considered the database of record, alternatives such as counting the lines in the BDD file to compare it to what is currently in the LSMS are not considered genuinely accurate since the number of records could match, yet the content could be different.  Even a small difference in the pool block BDD file can make a significant impact on the network, because of the 1000-to-1 representation.  Therefore it is prudent to take steps to eliminate errors before processing the BDD files.  This could include creating a record count or “snapshot” of the file contents when the BDD file is created.  This will provide a reference point to compare to the BDD files received.  Currently, there is no way to validate the record counts in the BDD files as they are received, thereby ensuring data integrity.



Description of Change:




This change order would add a record count to the BDD file.  Since the BDD file contains detailed information on a row-by-row basis, the count would have to be added in either the file name or in a comment record, depending on the technical implementation.



There may be backward-compatibility issues that need to be discussed and resolved.



The requested record count would apply to all five file types (SPID, NPA-NXX, dash-X, LRN, NPB, SV).



In the case of delta BDDs, which are run from the NPAC GUI, the same principal(s) would be applied for the record count







1. 



2. 



3. 



4. 



Requirements:




1. 



2. 



3. 



Req 1
Service Provider BDD Record Count Indicator




NPAC SMS shall provide a Service Provider BDD Record Count Indicator tunable parameter which defines whether a Service Provider supports the commented record count information in their BDD Files.




Req 2
Service Provider BDD Record Count Indicator Default




NPAC SMS shall default the Service Provider BDD Record Count Indicator tunable parameter to FALSE.




Req 3
Service Provider BDD Record Count Indicator Modification




NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to modify the Service Provider BDD Record Count Indicator tunable parameter.



Updates (larger font blue italics) to Appendix E of the FRS.



Appendix E.  Download File Examples




The NPAC can generate Bulk Data Download files for Network Data (including SPID, LRN, NPA-NXX and NPA-NXX-X), Subscription Versions (including Number Pool Blocks) and Notifications. 




All fields within files discussed in the following section are variable length.  The download reason in all “Active-like” download files is always set to new.  The download reason in all “Latest View” download files is set to the appropriate download reason based on activation/modification/deletion activity.  ASCII 13 is the value used as the value for carriage return (CR) in the download files.  



All Time Stamps contained within the download files and SMURF files, and file names are in GMT (Greenwich Mean Time).  Files that contain three timestamps reference the time the files is created, and start and end time range.  When the time range is not specified, the default start timestamp is 00-00-0000000000 and the default end timestamp is 99-99-9999999999.




The record count information will be added to the end of the BDD files.  It will start with a pound sign (#) followed by the number of data records in the file.  For example, if there are twenty-two (22) LRN records in the file, the 23rd line would contain a pound sign, a space, and the number 22.  The record count information will only be included in the BDD file if the Service Provider’s BDD Record Count Indicator is set to TRUE.



Assumptions:




1. 



2. 



3. 



4. None.



IIS




No Change Required.



GDMO




No Change Required.



ASN.1








No Change Required.
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New Change Orders – Working Copy








Origination Date:  02/09/05




Originator:  Nextel Communications




Change Order Number:  NANC 402




Description:  Validate Code Owner (SPID) Before Opening Code



Functionally Backwards Compatible:  Yes



IMPACT/CHANGE ASSESSMENT




				FRS



				IIS



				GDMO



				ASN.1



				NPAC



				SOA



				LSMS







				Y



				Y



				TBD



				TBD



				Y



				TBD



				TBD











Business Need:




Currently a Service Provider can open a Code (NPA-NXX) for portability in the NPAC whether or not they own the NPA-NXX.  Codes are frequently opened under the wrong SPID due to typos or other types of errors by the Service Provider.  This results in the following:




· SOA failures when attempting to perform an NSP Create for a ported PTN.




· Manual or NANC 323 SPID migrations, which are time consuming and resource constraining.




· Repeated failure transactions sent to NPAC due to data issues.




· Inability to activate ported subscribers until SPID migration has been completed.




Description of Change:




This change order recommends that NPAC incorporate additional validations prior to NPA-NXXs being opened for portability.  Below is a matrix of possible solutions:




				#



				Possible Solution



				Description



				Impacts



				Comments



				Priority







				Manual Solutions







				1



				NPAC data audits



				NPAC personnel would audit/validate code entries in NPAC by a TBD frequency.  NPAC would contact the carriers as defined in this change order. If no response is received in the timeframe defined in this order, NPAC will delete the code.



				



				· This is completely manual and dependent on NPAC to validate the date in the agreed up timeframe.




· No interface changes required.



				1-Short term fix







				2



				NPAC email validations of OCN vs. NPAC SPID and typos



				When a new code (NPA-NXX) is assigned to a carrier and the effective date (LERG/NANPA) has been reached, the service provider will email NPAC and include:




· OCN




· NPAC SPID




· NPA-NXX




NPAC will validate ownership of the code by comparing the OCN to NPAC SPID to NPA-NXX.



				Interface changes will be required to prevent carriers from opening codes for portability in NPAC.



				· Mapping would have to be performed to match OCNs to NPAC SPIDs.




· Mapping would have to be maintained and updated.




· The will provide validation of ownership and typos.



				3







				3



				Block Process w/NO validation



				Mimic the current pooled block process in that carriers will email proof of the code assignment to NPAC. NPAC personnel will enter the code as defined in the email.



				Interface changes will be required to prevent carriers from opening codes for portability in NPAC.



				



				4







				4



				NPAC email validation of typos



				When a new code (NPA-NXX) is assigned to a carrier and the effective date (LERG/NANPA) has been reached, the service provider will email NPAC and include:




· OCN




· NPAC SPID




· NPA-NXX




NPAC will compare OCN and NPA-NXX to NANPA data. If they match, NPAC will define the code with the NPAC SPID provided. 



				Interface changes will be required to prevent carriers from opening codes for portability in NPAC.



				· There is no validation of NPAC SPID to OCN to confirm ownership of code.



				5







				Automated Solutions







				5



				Changes in the Code Assignment Process with validation of code ownership



				Mimic the current pooled block process by having the Part 3 form modified to include NPAC SPID. NANPA process would be changed so that the Part 3 form is forwarded to NPAC to open the code in NPAC.



				Interface changes will be required to prevent carriers from opening codes for portability in NPAC.



				· Would need FCC approval to modify the block process and forms.



				2







				6



				Automated validations of code ownership



				The SOA interface will be enhanced to validate ownership of an NPA-NXX when it is being defined in NPAC.  If the carrier does not own the code being defined, a failure response will be provided in SOA.




· This will require mapping of OCNs in NECA to NPAC SPIDs.




· NPAC will validate the NPA-NXX as defined in NANPA belongs to the NPAC SPID that is defining the code in NPAC.



				· Major interface changes required.




· SPs SOA systems will have to be updated as well.



				· Most costly solution




· Most automated




· Requires minimum manual validation to eliminate human error.



				1-Long Term











Mar ’05 – During the March 2005 LNPWG meeting, the group discussed the various options in this change order document.  Nextel has proposed that the NPAC edit entries of portable NPA-NXX codes to the NPAC’s network data in order to verify that the NPAC SPID associated with the code is the code-owner.  A manual audit method is proposed in PIM 51 (the short-term approach) and an automated method is proposed in this change order (long term solution).  Both the PIM and change order were accepted.




Considering the desire to pursue option #6 in the table above as the long-term solution, the majority of the discussion surrounded the difficulty in obtaining and maintaining an OCN to SPID cross-reference.  It was suggested that we investigate an easier to implement solution where the NPAC performs OCN validation.  This would require the SOA/LSMS/NPAC GUI to include the OCN in the NPA-NXX Create Request.  The NPAC would maintain an OCN-to-NPA-NXX cross-reference file for editing purposes.  This will be discussed again during the Apr ’05 meeting.




Action Item:  All participants are to discuss internally, and be prepared to discuss the proposed methods and any data options for the manual method and for the automated method.




Sep ’05 – Over the course of the past several months, the PIM 51 subcommittee developed a set of PowePoint slides related to the issue.  The slides are included below.







[image: image1.emf]PIM 51  Subcommittee Recommended Process v5.ppt








At this point in time, the issue will continue to be discussed during the LNPAWG meetings, and status will be provided in the meeting minutes.



May ’07 – During the May 2007 LNPAWG meeting, the group discussed and reached consensus to forward a recommendation to the NAPM LLC, to request the manual clean-up of codes (PIM 51, NANC 402).  The automated approach (NANC 414) is still being discussed in the LNPAWG.



Major points/processing flow/high-level requirements:




1. The NPAC “gets” the OCN Code Ownership Table source file (see open issue #1 below).



2. A new regional tunable, NPA-NXX Ownership Validation Acceptor (NOVA), will indicate whether or not the NPAC enforces this edit.



3. Two new Service Provider-specific tunables, NOVA-SOA and NOVA-LSMS, will indicate whether or not the Service Provider supports including the OCN information over the interface.



4. NPAC processing in a NOVA environment.




a. When a region’s NOVA indicator is set to FALSE:




i. SOA/LSMS/NPAC GUI requests the creation of an NPA-NXX.




ii. All existing edits apply.  Success/failure is dependent on existing edits.




iii. NOVA-SOA and NOVA-LSMS values are irrelevant.




b. When a region’s NOVA indicator is set to TRUE:




i. SOA/LSMS/NPAC GUI requests the creation of an NPA-NXX.




ii. All existing edits apply.  Success/failure is partially dependent on existing edits.  If the existing edits trigger an error, the NPA-NXX Create will be rejected.




iii. Also, the new NOVA related edit might be applicable.




1. If Service Provider-specific tunable (NOVA-SOA if request from SOA, NOVA-LSMS if request from LSMS) is TRUE:




a. The NPAC verifies the requesting OCN “owns” the code according to the OCN Code Ownership Table source file.




i. If OCN Code Ownership passes, continue.




ii. If OCN Code Ownership fails, reject the NPA-NXX Create.




b. NPA-NXX Create Request will only succeed when both existing edits and NOVA edits are passed.




c. Successful NPA-NXX Create Requests trigger NPA-NXX Creates from NPAC to SOA/LSMS.  The OCN is NOT part of this NPAC message to the SOA/LSMS.




2. If Service Provider-specific tunable (NOVA-SOA if request from SOA, NOVA-LSMS if request from LSMS) is FALSE, the success/failure is based solely on the results of 4.b.ii above.




5. No reports are affected.




6. No impact to LRN, Dash-X, NPB, or SV processing.




Open Issues:




1.  The input reference data/file (OCN Code Ownership Table of NECA OCN to NPA-NXX).  Can this be obtained from the NANPA website?  If not, who will create this?  How maintained?  Frequency?  How will issues be resolved?  Who has final say?




2.  This change order only works well when ALL Service Providers in a given region support it.  As long as at least one Service Providers does NOT support it, the data reliability is compromised.



Requirements:




TBD




IIS:




TBD




GDMO:




TBD




ASN.1:




TBD
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Manual SPID Correction Process




					Initial Observation of Mismatch NPAC SPID-OCN









CONTACTS VERIFIED:




NPAC sends an initial test e-mail to the primary contact as captured by NPAC’s primary authorized contact list




Service provider responds with contact information specific to the PIM 51 process which NPAC will maintain on a separate code discrepancy contact list (NPAC proceeds with process if no response and sends subsequent notifications to same contact).




HISTORICAL REVIEW: 




NPAC observes that the OCN associated with the NPA-NXX as displayed on the NANPA public website is different from the service provider’s NPAC SPID (i.e. mismatch) 




NPAC generates a one time report of each mismatched NPA-NXX, showing the NANPA OCN, and NPAC SPID for each NPA-NXX listed and posts the report on the NPAC secure website




OCN:SPID MATRIX CREATION:




NPAC sends an e-mail notifying the service provider of the mismatch, 




Service provider e-mails NPAC with a response indicating that the code-assignee’s OCN is their OCN and provides a list of all of their other OCNs with which they would use to open NPA-NXXs, 




If the service provider does not respond within two business days, and if there are no pending or active SVs involving the NPA-NXX, NPAC deletes the NPA-NXX from NPAC three business days following the date of the e-mail (e.g. code deleted Thursday for e-mail sent Monday*),




NPAC develops an OCN:SPID Matrix based on the information provided by the service provider.



















Manual SPID Correction Process




					Subsequent Observations of Mismatch NPAC SPID-OCN









Each Monday*, NPAC reviews the NPA-NXX codes opened since last review.  If the NPA-NXX is observed having an OCN associated with the NPA-NXX as displayed on the NANPA public website different from the NPAC SPID under which the code is open at NPAC (i.e. mismatch), and the code does not appear on the OCN:SPID Matrix, NPAC sends an e-mail notifying the service provider of the mismatch (this e-mail contains a list of OCNs understood by NPAC to be associated with the service provider’s NPAC SPID),




Service provider e-mails NPAC with a response indicating that the code-assignee’s OCN is their OCN, and provides a list of any additional OCNs not previously provided under which they would obtain NPA-NXX codes,




If the service provider does not respond within two business days, and if there are no pending or active SVs involving the NPA-NXX, NPAC will delete the NPA-NXX from NPAC three business days following the date of the e-mail (e.g. code deleted on Thursday for e-mail sent Monday).









*  Work normally done on Mondays, where that Monday falls on a holiday, will be accomplished the next business day thereby pushing back the notification,  response, and delete intervals.
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New Change Orders – Working Copy








Origination Date:  10/20/05




Originator:  T-Mobile



Change Order Number:  NANC 408



Description:  SPID Migration Automation Changes



Functionally Backwards Compatible:  Yes



IMPACT/CHANGE ASSESSMENT




				FRS



				IIS



				GDMO



				ASN.1



				NPAC



				SOA



				LSMS







				Y



				TBD



				TBD



				TBD



				Y



				Y



				Y











Business Need:




NANC 323 SPID Migration – Currently Service Providers and the NPAC require a fair amount of manual processing, beginning with the initial SPID migration request form, through performing the actual SPID migration during the maintenance window.  With the frequency of SPID Migrations (several times every month), this creates a personnel resource situation that could be helped through software automation.




As discussed during the Oct ’05 LNPAWG meeting, an effort will be started to identify areas of most concern and/or areas for improvement.  Possible discussion areas include:




· Automating the request form process (online web GUI).  Incorporate edits to ensure valid data is entered and submitted.



· Incorporating an online scheduling function (i.e., if it’s available, you can reserve/book it).




· Self-maintenance of scheduled migrations (modify or delete).




· Automated checking/warning/cancelling/reporting of pending-like SVs that need to be handled prior to the migration.



· Enhancing the interface to pass SMURF (SPID Migration Update Request Files) data across the interface (new messages).



· Automatic generation of both preliminary and final SMURF data.



· Changes to data definitions, such that the SPID attribute can be updated automatically via messages.



· Other reporting functions that are automatically generated after a SPID migration (e.g., SV counts).



· E-mail notifications to the SPID Migration distro.




Nov ‘05 LNPAWG mtg comments:



Discussion on Issues:




1. Manual handling of SMURF files.  Can we have some type of automation?




2. Number of migrations.  Since have to process serially, can we limit the number of migrations?



3. SP1, changes with Linux with secure FTP, since we had previously done automated downloads.




4. SP2, auto push down instead of having to go pick them up.  However, SP3, concern about auto push, rather than allowing us to decide when to go get them.  Right now not real excited about automation.  Have some security issues, and cost-benefit issues.  Major concern is how can this reduce our costs.




5. SP4, our pull down is automated, but would want the SMURF files earlier.  SP3, yes need to get the SMURF files earlier.  NeuStar comment – main issue is that things could change as long as the NPAC is up and available.  NeuStar to look at what can be done to make it earlier in the maint window.




6. SP6, feedback from his IT folks.  What automation that can save me time and labor costs on the weekends.  Really need something that is cost justifiable.  Never heard about the forms internally.




7. SP7, not a whole lot of interest.  Area of automation, with getting SMURF file sooner, and getting some type of notification when they’re ready on the FTP site.  E-mail notif (this is what several people want).  Never heard about the online forms internally.




Discussion on Potential New Features:




1. SP5, we have received positive internal feedback on online GUI access.  Also ability to adjust the schedule online (trade online, swap with other migrations that we already have sched).




2. Online scheduling was positive feedback.  Want the real-time feedback, rather than waiting for a day or more to get feedback.




3. Where should the online sched be located?  On public web, secure web, or require an LTI user account?  Answer, secure website.  Prob, is that won’t have immediate access to NPAC data.




4. Also some back office validation.  Need to get more info on this from SPs.  This will be provided at a later date from the SPs.




5. Clean up of Pending-likes.  Right now get e-mail from NeuStar.  SP tries to get them activated, or will get them cancelled.  Helpful feature would be a Web site that shows the pending-likes, rather than the e-mail that goes through multiple groups before getting to the right person.  When automated, provide the list of what was auto cancelled (not sure if from e-mail or on the web).




6. SP3, method or rpt that shows the actual count of what was modified.  This would help with verifying or reconcile against our numbers.  NeuStar comment – we currently provides an estimate ahead of time, but no count of actuals.  SP3 wants something post migration on number of SVs that were migrated with current SP value.  In some cases would want the details as well.




7. SP8, questions internally about the count.  Does this include EDR or non-EDR?  NeuStar comment – we have recently changed the method.




8. Interface changes.  First thing would be to be able to modify the SPID over the interface.  Some vendors have pure CMIP implementation that would prohibit this over the interface, since SPID is part of distinguished name.  No problem on NPAC side.  Vendor1, indicated not a problem with the SMURF files, but would have problem with modifying the SPID.  Vendor2, we’ve talked more about modifying the whole thing.  We could handle SPID modify.



Nov ’05 Summary, SPs want SMURF files sooner, notif on when it’s available, post migration SV counts and reporting, and automating pieces of current process, rather than enhancing the interface.




Mar ‘06 LNPAWG mtg comments:  (discussed three areas, prior to migration, during migration, after migration)



Discussion on Potential New Features:




1. SPID Migration Form.  Available online, available to enter on web site.  Have Drop-Down list of SP contacts (for us to contact them for Q&A, agreement, etc.).  Also incorporate edits such as LRN.




2. SPID Migration Calendar.  Available online, and able to “pick” our own timeslot.




3. Automated Distribution.  We have scripts to automatically grab the SMURF files already, so no need for automated distro.  FTP works today.




4. Clean up of Pending-Like process.  SP1 explained the process.  Question to every else, “are you comfortable with this process?”  What about if we just default to having NPAC do this for us?  NeuStar comment – not part of the documented process.  Also, manual effort on NPAC side.  Not the best idea to move from one manual process to another.  SP2, what about automating the clean up process?  NeuStar comment – yes it could be done.  SP2, we don’t see a problem if there is a charge for those that use this feature.  NeuStar to discuss with NAPM.



Discussion on Current Process:




1. Preliminary SMURF files.  NeuStar, “does anyone still need or use them?”  SP3, yes we continue to use them for sizing and estimating purposes.




2. No comments or concerns about activities during the migration window (maintenance).




3. After the migration, SP3, looking for actual counts.




Jul ‘06 LNPAWG mtg comments:  (discussed three areas, prior to migration, during migration, after migration)



NeuStar discussed some of the New Features coming up in R3.3.1:




1. SPID Migration SMURF Files.  An enhancement is being made that allows SMURF files to be saved after initial distribution.  Currently NPAC Personnel must manually create SMURF files for each distribution.  With this enhancement subsequent distribution will use the saved files, allow necessary updates to occur, then re-generate the SMURF files for additional distributions.




2. Clean up of Pending-Like SVs.  An enhancement is being made that allows NPAC Personnel to initiate the clean-up of Pending-Like SVs in an automated fashion.  Currently, the process requires manual handling of all Pending-Like SVs.



Discussion on Potential New Features:




1. SPID Migration Form.  Available online, available to enter on web site.




2. SPID Migration Calendar.  Available online, and able to “pick” our own timeslot.  For both the Form and the Calendar, self service is desired by multiple SPs.  The analogy was used to equate the new process to being able to perform online airline reservations and bookings (obtain list of flights, check availability and times, make a reservation, obtain a confirmation number).




3. Post Migration Counts.  SP1 indicated again, a desire to obtain post migration counts (similar to the pre migration estimated counts that are currently provided).
Dec ’06, new change order NANC 418 (Post-SPID Migration SV Counts) has been opened in the change management list.



Jul ‘07 LNPAWG mtg comments:




Discussion on Potential New Features:




1. The “self-service” function has been raised again.  Several SPs see the value in scheduling SPID Migrations themselves (similar to web-based airline reservation bookings that are available for consumers today).




2. SMURF File Automation.  Some SPs want to investigate the possibility of sending SMURF or SMURF equivalent information over the interface rather than continue to use the FTP manual batch process.  The group was reminded on the initial concerns and why the implementation included SMURF files to begin with:



a. A concern about the volume of transactions over the CMIP interface.




b. Modifying the SPID value over the interface violates the CMIP standard, since it’s a naming attribute in the managed object class hierarchy.




NeuStar will investigate both of these items and provide more information to be discussed during the Sep ’07 meeting.



Description of Change:




This change order recommends that SPID Migration Automation Changes be added to the NPAC.  From the Jul ’07 meeting, there are two changes being discussed.



1.  Self-service feature for requesting SPID Migrations.  This change adds a web-based solution that allows a Service Provider to input their SPID migration data, then check for and reserve available slots based on their input data.  The following items would apply:



· A Service Provider may only schedule migrations for its own data.




· Each migration request must be designated for a single migration window (i.e., weekend).  If multiple weekends are desired, they must be broken down into multiple migration requests.




· Once a reserved slot has been allocated for a SPID migration, the Service Provider may change the migration to a different slot based on availability.  If changed, the original (previous) slot is released, and becomes available to other Service Providers.



· A Service Provider may cancel a reserved SPID migration up to tunable number of days/hours before the actual migration.




· Once a SPID Migration is scheduled for a specific data item, that same data item cannot be scheduled for another SPID Migration.  This prevents a Service Provider from “double booking” different weekends.



2.  Sending NPA-NXX ownership change information to Service Providers.  This change allows the NPAC to send NPA-NXX ownership changes via CMIP messages over the interface.  The following items would apply:



· 



· A new set of CMIP messages (M-ACTIONs) would be incorporated to indicate the ownership change.



· The messages will be sent in a real-time fashion, and are not dependent on a SPID migration window.



· These messages would apply for SPID Migrations where no (zero) SVs were involved.  If SVs were involved, that SPID Migration would use the current SMURF file approach.




Requirements:




TBD




IIS:




TBD




GDMO:




TBD



ASN.1:




TBD




Open Issues:




1. The issue of changing the SPID attribute with these new CMIP messages will need to be discussed and resolved.
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NANC 414 – Working Copy








Origination Date:  11/14/06



Originator:  LNPAWG (from PIM 51)



Change Order Number:  NANC 414



Description:  Validation of Code Ownership in the NPAC



Pure Backwards Compatible:  TBD




IMPACT/CHANGE ASSESSMENT




				FRS



				IIS



				GDMO



				ASN.1



				NPAC



				SOA



				LSMS







				TBD



				N/A



				N/A



				N/A



				TBD



				N/A



				N/A











Business Need:




Because there is no validation of ownership when a code is opened in NPAC’s network data, codes sometimes are opened in NPAC under the wrong SPID.  When code ownership is incorrectly indicated in the NPAC’s network data, SOA failures occur whenever a carrier submits a new SP create request for a non-ported number.  Further, some carriers rely on the NPAC’s network data to determine the proper destination for the LSR/WPR.  Code ownership errors thus can cause fall-out and delay the porting process.




There have been instances of carriers working around the NPAC’s validation of TN ownership when code ownership data is not correct in NPAC.  This is done by entering the wrong old-SP SPID value, to match the NPAC’s code ownership data, in the new SP’s create request.  This allows the pending SV create request to pass the NPAC’s TN ownership validation.  While this approach allows the NPAC porting processes to proceed, but the actual current service provider does not receive NPAC notifications about the impending port.  In the long term, this work around could impact all carriers in a region because correcting the code ownership (and SV ownership) errors requires a time-consuming manual or NANC 323 SPID migration.




An incorrect code ownership indication in NPAC’s network data delays the porting process and can create a substantial burden on industry to correct subsequent errors in individual ported TN records.




Open Issues:



There appear to be two open questions that must be answered in order to design and implement this change order.




· Source of code-ownership data




The source of code ownership data must be reliable and must be public.  Should the NPAC rely on NANPA data?  Or should some other methodology be used to verify code ownership?



Dec ’06 LNPAWG con call:  The logical choice is the NANPA public data.  This provides OCN to code cross reference.



· Source of all OCN related to each NPAC SPID




Each NPAC SPID may be associated with more than one OCN.  A public source for the related OCN data must be determined and a method to keep this information current must be developed.



Dec ’06 LNPAWG con call:  The major question raised and discussed is the source for code ownership.  Several other discussion items included:



How will we get and maintain the table for this data?




Do we really need to have all this data?




In previous discussions, the thought was to store the OCNs in the NPAC (implementation side).  This way we would have a cross-reference to NPAC SPID.  It could be based on their NPAC profile.




It appears that the big issue is how to get the data started.  We would need everyone to provide the initial data.




We could have one option where we reject the NPA-NXX Create if the cross-reference is not found.




Aren’t we just moving the problem to a different area?  What prevents the cross-reference table from getting problems?




One benefit is that we eliminate the typo question that was raised previously.




How do we keep problems from happening on an on-going basis?




Can’t we be more proactive, rather than reactive?



The NPAC would request that they fill out the profile as things change.  However, it still relies on the SP providing the data.




Would carriers have access to this data?




Collectively, we need to decide what we want because we’re starting to define requirements here.




This seems like a big problem and hard to administer (the maintenance of the data).




One question we need to answer is whether or not we should allow an SP to add their own cross-reference entries.




If we’re going to do it, this sounds like it is the simplest way to do it.




Another question to ask, whether we want a manual effort to do this on a monthly basis until we get this implemented, since this was also part of the PIM.  We would have to do a one-time clean-up regardless of whether we do the manual process as an interim solution.




We need to determine the M&P on how to get the data to NeuStar.  Is it an Excel spreadsheet, Help Desk, on the web site, over the interface?




We also still need to determine if carriers can view other carrier’s data.




The Change Order was accepted on a consensus vote.  Service Providers should come prepared to the January ’07 meeting to discuss the issues raised during the con call.



Jan ’07 LNPAWG meeting:  Logical choice would be for code holder to provide data to NeuStar:




· Using SP-provided OCN to SPID relationship data, NPAC can resolve operational items.



· Issues come up if OCN to SPID relationship data is not provided to NPAC in timely fashion: NPAC would inappropriately reject, or accept, a request if ownership information is missing or outdated.




· Initially, SPs provide set of OCNs associated with each NPAC SPID.




· Initially, NPAC performs manual review to identify code ownership errors.  (This can be done as part of the NPAC SMS software change proposed in this change order, when the new validation is implemented, or can be performed as a separate manual activity performed as time permits once the new validation is implemented.)




· Ongoing, SPs notify NPAC when their OCN to SPID association information changes.




Maintenance of OCN to SPID relationship information will be described in the M&P write-up.




Manual portion of this change order (if industry decides to perform) adds the following:



· Perform an initial review



· Perform manual or NANC 323 migration to correct code ownership errors.




· Perform subsequent reviews on some regular basis (e.g., monthly) of codes opened since previous review.



· Perform subsequent manual or NANC 323 migrations as new code ownership errors are revealed.




Next step.  NeuStar to develop requirements.




Meeting Discussions:



Mar ’07 LNPAWG meeting:  Additional points from meeting discussion:




· A routine creation of the discrepancy list should be provided.




· The update of the code assignee table needs to be done on a regular basis (daily, weekly, monthly).  After some discussion it was generally agreed, that a daily occurrence was logical.  The NPAC would implement a tunable for the update interval, granularity will be number of days.



· Any discrepancies must be resolved by the appropriate SP.  In most cases this will require the code holder to correct the NANP’s code assignee record before the NPAC can change the code assignee value that is used by the NPAC for the code validation process defined in this change order.  For the Canadian region the source is “CNA”.  The edit or validation step will only work once the SP corrects the data source.  Upon correction, the SP should notify NPAC personnel of the updated/correct information.



May ’07 LNPAWG meeting:  Additional points from meeting discussion:




· The group agreed that the manual code validation process should be implemented.  The request from the LNPAWG will be sent to the NAPM LLC.




· The Service Providers will be collecting OCN-to-SPID relationship information and providing that information to NeuStar.




Jul ’07 LNPAWG meeting:  Additional points from meeting discussion:




· The focus of this change order is now on the mechanized validation since the manual validation process was finalized at the last meeting.



· As discussed during the May ’07 meeting, it was assumed that Service Providers were using a single SPID per OCN (today’s environment generally has one NPAC SPID for all of that Service Provider’s valid OCNs).  One SP reported that this is not the case for them (they have two SPIDs on the same OCN).  This means that the SPID-to-OCN relationship can be many-to-many (rather than the assumed one-to-many), which complicates the mechanized validation.



· The OCN-to-SPID relationship data will not be entered over the CMIP interface, but would be entered by NPAC Personnel via the NPAC GUI.  Detailed M&Ps would need to be developed to address the “duplicate” entry issue (many-to-many).



Description of Change:




The proposed change is to verify code ownership when new NPA-NXXs are opened in the NPAC.  This will alleviate the problem of NPA-NXXs that are opened under the wrong SPID, which causes operational issues for both back-office systems and port requests.  The following items apply:



· NANPA website is the public data source for code ownership.




· SPs provide the set of OCNs associated with each NPAC SPID.



· SPs notify NeuStar for any code ownership changes that are not reflected accurately on the NANPA website.  (This can occur if SP performs code transfer without notifying NANPA.) 



· NeuStar enhances the NPA-NXX Create request validation rules to verify code ownership.




Requirements:




Req 1
Valid NPA-NXXs for each SPID




NPAC SMS shall establish a list of valid NPA-NXXs for each SPID using information obtained from an industry source.




Req 2
Maintaining List of Valid NPA-NXXs for each SPID




NPAC SMS shall maintain the list of valid NPA-NXXs for each SPID using information obtained from an industry source.




Req 3
Updating List of Valid NPA-NXXs for each SPID




NPAC SMS shall update the list of valid NPA-NXXs for each SPID using information obtained from an industry source.




Req 4
Valid OCNs for each SPID




NPAC SMS shall establish a list of valid OCNs for each SPID using information obtained from each SPID entity.




Req 5
Maintaining List of Valid OCNs for each SPID




NPAC SMS shall maintain the list of valid OCNs for each SPID using information obtained from each SPID entity.




Req 6
Updating List of Valid OCNs for each SPID




NPAC SMS shall update the list of valid OCNs for each SPID using information obtained from each SPID entity.




Req 7
Rejection of NPA-NXXs that Do Not Belong to the OCN/SPID




NPAC SMS shall reject a Service Provider request to open an NPA-NXX for portability if the associated OCN/SPID does not own that NPA-NXX.




Req 8
Regional NPAC NPA-NXX Ownership Edit Flag Indicator




NPAC SMS shall provide a Regional NPA-NXX Ownership Edit Flag Indicator, which defines whether or not NPA-NXX Ownership edits will be enforced by the NPAC SMS for a particular NPAC Region.




Req 9
Regional NPAC NPA-NXX Ownership Edit Flag Indicator Modification




NPAC SMS shall provide a mechanism for NPAC Personnel to modify the Regional NPA-NXX Ownership Edit Flag Indicator.




Req 10
Regional NPAC NPA-NXX Ownership Edit Flag Indicator – Default Value




NPAC SMS shall default the Regional NPA-NXX Ownership Edit Flag Indicator to TRUE.




Assumptions:




1. If Service Providers do not provide a list of OCNs for each SPID, then only the SPID value will be populated in the ownership table.



2. All OCN-to-SPID ownership data must be provided by a date determined by NeuStar, prior to the rollout of this feature.



IIS




No Change Required.



GDMO




No Change Required.



ASN.1




No Change Required.
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Origination Date:  11/14/06



Originator:  LNPAWG (from PIM 51)



Change Order Number:  NANC 414



Description:  Validation of Code Ownership in the NPAC



Pure Backwards Compatible:  TBD




IMPACT/CHANGE ASSESSMENT




				FRS



				IIS



				GDMO



				ASN.1



				NPAC



				SOA



				LSMS







				TBD



				N/A



				N/A



				N/A



				TBD



				N/A



				N/A











Business Need:




Because there is no validation of ownership when a code is opened in NPAC’s network data, codes sometimes are opened in NPAC under the wrong SPID.  When code ownership is incorrectly indicated in the NPAC’s network data, SOA failures occur whenever a carrier submits a new SP create request for a non-ported number.  Further, some carriers rely on the NPAC’s network data to determine the proper destination for the LSR/WPR.  Code ownership errors thus can cause fall-out and delay the porting process.




There have been instances of carriers working around the NPAC’s validation of TN ownership when code ownership data is not correct in NPAC.  This is done by entering the wrong old-SP SPID value, to match the NPAC’s code ownership data, in the new SP’s create request.  This allows the pending SV create request to pass the NPAC’s TN ownership validation.  While this approach allows the NPAC porting processes to proceed, but the actual current service provider does not receive NPAC notifications about the impending port.  In the long term, this work around could impact all carriers in a region because correcting the code ownership (and SV ownership) errors requires a time-consuming manual or NANC 323 SPID migration.




An incorrect code ownership indication in NPAC’s network data delays the porting process and can create a substantial burden on industry to correct subsequent errors in individual ported TN records.




Open Issues




There appear to be two open questions that must be answered in order to design and implement this change order.




· Source of code-ownership data




The source of code ownership data must be reliable and must be public.  Should the NPAC rely on NANPA data?  Or should some other methodology be used to verify code ownership?



Dec ’06 LNPAWG con call:  The logical choice is the NANPA public data.  This provides OCN to code cross reference.



· Source of all OCN related to each NPAC SPID




Each NPAC SPID may be associated with more than one OCN.  A public source for the related OCN data must be determined and a method to keep this information current must be developed.



Dec ’06 LNPAWG con call:  The major question raised and discussed is the source for code ownership.  Several other discussion items included:



How will we get and maintain the table for this data?




Do we really need to have all this data?




In previous discussions, the thought was to store the OCNs in the NPAC (implementation side).  This way we would have a cross-reference to NPAC SPID.  It could be based on their NPAC profile.




It appears that the big issue is how to get the data started.  We would need everyone to provide the initial data.




We could have one option where we reject the NPA-NXX Create if the cross-reference is not found.




Aren’t we just moving the problem to a different area?  What prevents the cross-reference table from getting problems?




One benefit is that we eliminate the typo question that was raised previously.




How do we keep problems from happening on an on-going basis?




Can’t we be more proactive, rather than reactive?



The NPAC would request that they fill out the profile as things change.  However, it still relies on the SP providing the data.




Would carriers have access to this data?




Collectively, we need to decide what we want because we’re starting to define requirements here.




This seems like a big problem and hard to administer (the maintenance of the data).




One question we need to answer is whether or not we should allow an SP to add their own cross-reference entries.




If we’re going to do it, this sounds like it is the simplest way to do it.




Another question to ask, whether we want a manual effort to do this on a monthly basis until we get this implemented, since this was also part of the PIM.  We would have to do a one-time clean-up regardless of whether we do the manual process as an interim solution.




We need to determine the M&P on how to get the data to NeuStar.  Is it an Excel spreadsheet, Help Desk, on the web site, over the interface?




We also still need to determine if carriers can view other carrier’s data.




The Change Order was accepted on a consensus vote.  Service Providers should come prepared to the January ’07 meeting to discuss the issues raised during the con call.



Jan ’07 LNPAWG meeting:  Logical choice would be for code owner to provide data to NeuStar:




· Using SP-provided OCN to SPID relationship data, NPAC can resolve operational items.



· Issues come up if OCN to SPID relationship data is not provided to NPAC in timely fashion: NPAC would inappropriately reject, or accept, a request if ownership information is missing or outdated.




· Initially, SPs provide set of OCNs associated with each NPAC SPID.




· Initially, NPAC performs manual review to identify code ownership errors.  (This can be done as part of the NPAC SMS software change proposed in this change order, when the new validation is implemented, or can be performed as a separate manual activity performed as time permits once the new validation is implemented.)




· Ongoing, SPs notify NPAC when their OCN to SPID association information changes.




Maintenance of OCN to SPID relationship information will be described in the M&P write-up.




Manual portion of this change order (if industry decides to perform) adds the following:



· Perform an initial review



· Perform manual or NANC 323 migration to correct code ownership errors.




· Perform subsequent reviews on some regular basis (e.g., monthly) of codes opened since previous review.



· Perform subsequent manual or NANC 323 migrations as new code ownership errors are revealed.




Next step.  NeuStar to develop requirements.




Mar ’07 LNPAWG meeting:  Additional points from meeting discussion:




· A routine creation of the discrepancy list should be provided.




· The update of the code assignee table needs to be done on a regular basis (daily, weekly, monthly).  After some discussion it was generally agreed, that a daily occurrence was logical.




· Any discrepancies must be resolved by the appropriate SP.  In most cases this will require the code holder to correct the NANP’s code assignee record before the NPAC can change the code assignee value that is used by the NPAC for the code validation process defined in this change order.




Description of Change:




The proposed change is to verify code ownership when new NPA-NXXs are opened in the NPAC.  This will alleviate the problem of NPA-NXXs that are opened under the wrong SPID, which causes operational issues for both back-office systems and port requests.  The following items apply:



· NANPA website is the public data source for code ownership.




· SPs provide the set of OCNs associated with each NPAC SPID.



· SPs notify NeuStar for any code ownership changes that are not reflected accurately on the NANPA website.  (This can occur if SP performs code transfer without notifying NANPA.) 



· NeuStar enhances the NPA-NXX Create request validation rules to verify code ownership.




Requirements:




Req 1
Valid NPA-NXXs for each SPID




NPAC SMS shall establish a list of valid NPA-NXXs for each SPID using information obtained from an industry source.




Req 2
Maintaining List of Valid NPA-NXXs for each SPID




NPAC SMS shall maintain the list of valid NPA-NXXs for each SPID using information obtained from an industry source.




Req 3
Updating List of Valid NPA-NXXs for each SPID




NPAC SMS shall update the list of valid NPA-NXXs for each SPID using information obtained from an industry source.




Req 4
Valid OCNs for each SPID




NPAC SMS shall establish a list of valid OCNs for each SPID using information obtained from each SPID entity.




Req 5
Maintaining List of Valid OCNs for each SPID




NPAC SMS shall maintain the list of valid OCNs for each SPID using information obtained from each SPID entity.




Req 6
Updating List of Valid OCNs for each SPID




NPAC SMS shall update the list of valid OCNs for each SPID using information obtained from each SPID entity.




Req 7
Rejection of NPA-NXXs that Do Not Belong to the OCN/SPID




NPAC SMS shall reject a Service Provider request to open an NPA-NXX for portability if the associated OCN/SPID does not own that NPA-NXX.




Req 8
Regional NPAC NPA-NXX Ownership Edit Flag Indicator




NPAC SMS shall provide a Regional NPA-NXX Ownership Edit Flag Indicator, which defines whether or not NPA-NXX Ownership edits will be enforced by the NPAC SMS for a particular NPAC Region.




Req 9
Regional NPAC NPA-NXX Ownership Edit Flag Indicator Modification




NPAC SMS shall provide a mechanism for NPAC Personnel to modify the Regional NPA-NXX Ownership Edit Flag Indicator.




Req 10
Regional NPAC NPA-NXX Ownership Edit Flag Indicator – Default Value




NPAC SMS shall default the Regional NPA-NXX Ownership Edit Flag Indicator to TRUE.




Assumptions:




1. If Service Providers do not provide a list of OCNs for each SPID, then only the SPID value will be populated in the ownership table.



2. All OCN-to-SPID ownership data must be provided by a date determined by NeuStar, prior to the rollout of this feature.



IIS




No Change Required.



GDMO




No Change Required.



ASN.1




No Change Required.
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Change Order Number:  NANC 418



Description:  Post-SPID Migration SV Counts



Cumulative SP Priority, Weighted Average:  
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				NPAC
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				Y



				N



				N



				N



				Low



				N/A
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Business Need:




In an effort to avoid errors during a SPID Migration, and the resulting down-time to correct them, this is a request to provide record count information of the contents of the SMURF files that are distributed to perform updates to the LSMS platforms throughout the industry.  This information could be provided either as a part of the distributed file, or in some other industry notification.



The current SMURF file provides a count of the number of LRNs that are changing.  However, it does not provide a count of SVs that are changing per (each) LRN.  When the SMURF files are run, every SV that is assigned to an affected LRN is changed in the LSMS.  It would be very helpful to know how many SVs are assigned to each LRN that will be changed during the update process.




The notices that are sent out include only an estimate of the number of SVs, as they are created well in advance of the actual creation of the production SMURF file.  Performing spot checks to confirm those estimates has led to the conclusion that there are extremely wide disparities between the estimates provided in the notice and the actual number of SVs that are updated using the LRNs included in the SMURF file.  For the purpose of ensuring the integrity of the file received, as well as the update process results, the actual number of SVs per LRN that are transmitted in the SMURF file should be provided.



Description of Change:




This change order would add a post-migration SV count for each LRN in a SMURF file.  The logistics on this would need to be worked out, but the general process is that NeuStar would provide some type of industry notification on the actual quantity, at the LRN level, of SVs updated during the migration.



The current proposal is to provide a separate post-migration report to the industry.  This report would capture, by LRN, the quantity of SVs updated by the NPAC during the migration.



Mar ’07 LNPAWG meeting:




The name of this change order is being changed to reflect the post-migration report approach rather than the modified LRN SMURF file approach.




Requirements:




Req 1
SPID Migration Reports – Post-Migration SV Count Report




NPAC SMS shall support a region-specific SPID Migration Report that lists each designated LRN for the SPID Migration, and the associated quantity of SVs, for each LRN, that was updated by the NPAC SMS during the SPID Migration.



Assumptions:




1. The distribution method for the Post-Migration SV Count Report will be FTP (same as SMURF file).  This will be addressed in the M&P document.



2. The Post-Migration SV Count Report will be available approximately 24 hours after the conclusion of an NPAC maintenance window where a SPID Migration was processed.  This will be addressed in the M&P document.



IIS




No Change Required.




GDMO




No Change Required.




ASN.1




No Change Required.
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SOA Notification Priority Tunables




Many notifications are sent to both the Old Service Provider and the New Service Provider.  As indicated in the table below, some of these notifications can have different priorities based on whether the Service Provider is acting as the Old Service Provider or the New Service Provider for the port.  During the notification evaluation process this option was not given to all notifications that are sent to both the Old Service Provider and the New Service Provider for one or more reasons.  Some of those reasons were:




· volume of the particular notification was very small




· importance of the particular notification was determined to be equal whether a Service Provider was acting as the Old Service Provider or the New Service Provider for the port




				#



				Notification Name



				Priority







				



				[snip]



				







				L-11.0




A1



				Subscription Version Status Attribute Value Change Notification – Activates – To the New Service Provider – Normal Processing



When an INTER or INTRA SV has been created in the Local SMSs (or ‘activated‘ by the SOA) and the SV status has been set to:  Active or Partial-Failure. The notification is sent to both SOAs: Old and New. If the status has been set to Partial-Failure, this notification contains the list of Service Providers (SP) LSMSs that have failed to receive the broadcast. 




Note:  See L-11.0 E for Deletes and L-11.0 F for Modify Actives



				MEDIUM







				L-11.0




tbd1



				Subscription Version Status Attribute Value Change Notification – Activates – To the New Service Provider – Recovery Processing




Same type of notification as L-11.0 A1, but specific to a situation where the notification is being generated as a result of a Service Provider performing recovery.




Note:  See L-11.0 tbd2 for Deletes and L-11.0 tbd3 for Modify Actives



				MEDIUM







				L-11.0




A1.5



				Subscription Version Status Attribute Value Change Notification – Activates – To the Old Service Provider – Normal Processing



When an INTER or INTRA SV has been created in the Local SMSs (or ‘activated‘ by the SOA) and the SV status has been set to:  Active or Partial-Failure. The notification is sent to both SOAs: Old and New. If the status has been set to Partial-Failure, this notification contains the list of Service Providers (SP) LSMSs that have failed to receive the broadcast. 




Note:  See L-11.0 E for Deletes and L-11.0 F for Modify Actives



				MEDIUM







				L-11.0




tbd1.5



				Subscription Version Status Attribute Value Change Notification – Activates – To the Old Service Provider – Recovery Processing



Same type of notification as L-11.0 A1.5, but specific to a situation where the notification is being generated as a result of a Service Provider performing recovery.




Note:  See L-11.0 tbd2 for Deletes and L-11.0 tbd3 for Modify Actives



				MEDIUM







				



				[snip]



				







				L-11.0




E



				Subscription Version Status Attribute Value Change Notification – set to OLD – Normal Processing



When the SV status has been set to old.  (Port to Original, port-of-a port, port to original of a Pool TN (or snap back), disconnect, disconnect of a ported Pool TN).  The notification is received only by those SOAs that actually have the SV in their local DB. It varies with the scenario.




Note:  See L-11.0 A1.5 for Activates and L-11.0 F for Modify Actives



				MEDIUM







				L-11.0




tbd2



				Subscription Version Status Attribute Value Change Notification – set to OLD – Recovery Processing



Same type of notification as L-11.0 E, but specific to a situation where the notification is being generated as a result of a Service Provider performing recovery.




Note:  See L-11.0 tbd1.5 for Activates and L-11.0 tbd3 for Modify Actives



				MEDIUM







				L-11.0




F



				Subscription Version Status Attribute Value Change Notification – Modify active – Normal Processing



When an Active SV has been modified in the LSMS or there has been a cancellation of a Disconnect-Pending SV and the status of the SV has been re-set to Active (with or without a Fail-SP-List). The notification is sent only to the current SOA.




Note:  See L-11.0 A1 for Activates and L-11.0 E for Deletes



				MEDIUM







				L-11.0




tbd3



				Subscription Version Status Attribute Value Change Notification – Modify active – Recovery Processing



Same type of notification as L-11.0 F, but specific to a situation where the notification is being generated as a result of a Service Provider performing recovery.




Note:  See L-11.0 tbd1 for Activates and L-11.0 tbd2 for Deletes



				MEDIUM







				



				[snip]



				







				L-13.0




A








				Number Pool Block Status Attribute Value Change Notification – Normal Processing



The Pool Block has being created in the LSMSs (EDR and Non_EDR) and the Block Status has being set to Active or Partial Failure;



				MEDIUM







				L-13.0




tbd4








				Number Pool Block Status Attribute Value Change Notification – Recovery Processing



Same type of notification as L-13.0 A, but specific to a situation where the notification is being generated as a result of a Service Provider performing recovery.



				MEDIUM







				



				[snip]



				







				L-13.0




D








				Number Pool Block Status Attribute Value Change Notification – Normal Processing



The attributes in the Pool Block have been modified in the LSMSs (EDR and Non-EDR) and the Block Status has been re-set to Active (with or without fail-sp-list).



				MEDIUM







				L-13.0




tbd5







				Number Pool Block Status Attribute Value Change Notification – Recovery Processing



Same type of notification as L-13.0 D, but specific to a situation where the notification is being generated as a result of a Service Provider performing recovery.



				MEDIUM







				L-13.0




E








				Number Pool Block Status Attribute Value Change Notification – Normal Processing



When a Pool Block has been ‘de-pooled’ from the LSMSs (EDR and Non-EDR) and the Block Status has been set to Old (with or without fail-sp-list).



				MEDIUM







				L-13.0




tbd6








				Number Pool Block Status Attribute Value Change Notification – Recovery Processing



Same type of notification as L-13.0 E, but specific to a situation where the notification is being generated as a result of a Service Provider performing recovery.



				MEDIUM







				



				[snip]
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Change Order Number:  NANC 418



Description:  Add Post-migration SV Count to SMURF Files



Cumulative SP Priority, Weighted Average:  




Pure Backwards Compatible:  Yes



IMPACT/CHANGE ASSESSMENT




				FRS



				IIS



				GDMO



				ASN.1



				NPAC



				SOA



				LSMS







				Y



				N



				N



				N



				Low



				N/A



				N/A











Business Need:




In an effort to avoid errors during a SPID Migration, and the resulting down-time to correct them, this is a request to provide record count information of the contents of the SMURF files that are distributed to perform updates to the LSMS platforms throughout the industry.  This information could be provided either as a part of the distributed file, or in some other industry notification.



The current SMURF file provides a count of the number of LRNs that are changing.  However, it does not provide a count of SVs that are changing per (each) LRN.  When the SMURF files are run, every SV that is assigned to an affected LRN is changed in the LSMS.  It would be very helpful to know how many SVs are assigned to each LRN that will be changed during the update process.




The notices that are sent out include only an estimate of the number of SVs, as they are created well in advance of the actual creation of the production SMURF file.  Performing spot checks to confirm those estimates has led to the conclusion that there are extremely wide disparities between the estimates provided in the notice and the actual number of SVs that are updated using the LRNs included in the SMURF file.  For the purpose of ensuring the integrity of the file received, as well as the update process results, the actual number of SVs per LRN that are transmitted in the SMURF file should be provided.



Description of Change:




This change order would add a post-migration SV count for each LRN in a SMURF file.  The logistics on this would need to be worked out, but the general process is that NeuStar would provide some type of industry notification on the actual quantity, at the LRN level, of SVs updated during the migration.







1. 



2. 



3. 



4. 



The current proposal is to provide a separate post-migration report to the industry.  This report would capture, by LRN, the quantity of SVs updated by the NPAC during the migration.




Requirements:




1. 



2. 



3. 



Req 1
SPID Migration Reports – Post-Migration SV Count Report




NPAC SMS shall support a region-specific SPID Migration Report that lists each designated LRN for the SPID Migration, and the associated quantity of SVs, for each LRN, that was updated by the NPAC SMS during the SPID Migration.



Assumptions:




1. 



2. 



3. 



4. The distribution method for the Post-Migration SV Count Report will be FTP (same as SMURF file).  This will be addressed in the M&P document.



5. The Post-Migration SV Count Report will be available approximately 24 hours after the conclusion of an NPAC maintenance window where a SPID Migration was processed.  This will be addressed in the M&P document.



IIS




No Change Required.



GDMO




No Change Required.



ASN.1








No Change Required.
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Origination Date:  02/09/05
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Change Order Number:  NANC 402




Description:  Validate Code Owner (SPID) Before Opening Code



Functionally Backwards Compatible:  Yes



IMPACT/CHANGE ASSESSMENT




				FRS



				IIS



				GDMO



				ASN.1



				NPAC



				SOA



				LSMS







				Y



				Y



				TBD



				TBD



				Y



				TBD



				TBD











Business Need:




Currently a Service Provider can open a Code (NPA-NXX) for portability in the NPAC whether or not they own the NPA-NXX.  Codes are frequently opened under the wrong SPID due to typos or other types of errors by the Service Provider.  This results in the following:




· SOA failures when attempting to perform an NSP Create for a ported PTN.




· Manual or NANC 323 SPID migrations, which are time consuming and resource constraining.




· Repeated failure transactions sent to NPAC due to data issues.




· Inability to activate ported subscribers until SPID migration has been completed.




Description of Change:




This change order recommends that NPAC incorporate additional validations prior to NPA-NXXs being opened for portability.  Below is a matrix of possible solutions:




				#



				Possible Solution



				Description



				Impacts



				Comments



				Priority







				Manual Solutions







				1



				NPAC data audits



				NPAC personnel would audit/validate code entries in NPAC by a TBD frequency.  NPAC would contact the carriers as defined in this change order. If no response is received in the timeframe defined in this order, NPAC will delete the code.



				



				· This is completely manual and dependent on NPAC to validate the date in the agreed up timeframe.




· No interface changes required.



				1-Short term fix







				2



				NPAC email validations of OCN vs. NPAC SPID and typos



				When a new code (NPA-NXX) is assigned to a carrier and the effective date (LERG/NANPA) has been reached, the service provider will email NPAC and include:




· OCN




· NPAC SPID




· NPA-NXX




NPAC will validate ownership of the code by comparing the OCN to NPAC SPID to NPA-NXX.



				Interface changes will be required to prevent carriers from opening codes for portability in NPAC.



				· Mapping would have to be performed to match OCNs to NPAC SPIDs.




· Mapping would have to be maintained and updated.




· The will provide validation of ownership and typos.



				3







				3



				Block Process w/NO validation



				Mimic the current pooled block process in that carriers will email proof of the code assignment to NPAC. NPAC personnel will enter the code as defined in the email.



				Interface changes will be required to prevent carriers from opening codes for portability in NPAC.



				



				4







				4



				NPAC email validation of typos



				When a new code (NPA-NXX) is assigned to a carrier and the effective date (LERG/NANPA) has been reached, the service provider will email NPAC and include:




· OCN




· NPAC SPID




· NPA-NXX




NPAC will compare OCN and NPA-NXX to NANPA data. If they match, NPAC will define the code with the NPAC SPID provided. 



				Interface changes will be required to prevent carriers from opening codes for portability in NPAC.



				· There is no validation of NPAC SPID to OCN to confirm ownership of code.



				5







				Automated Solutions







				5



				Changes in the Code Assignment Process with validation of code ownership



				Mimic the current pooled block process by having the Part 3 form modified to include NPAC SPID. NANPA process would be changed so that the Part 3 form is forwarded to NPAC to open the code in NPAC.



				Interface changes will be required to prevent carriers from opening codes for portability in NPAC.



				· Would need FCC approval to modify the block process and forms.



				2







				6



				Automated validations of code ownership



				The SOA interface will be enhanced to validate ownership of an NPA-NXX when it is being defined in NPAC.  If the carrier does not own the code being defined, a failure response will be provided in SOA.




· This will require mapping of OCNs in NECA to NPAC SPIDs.




· NPAC will validate the NPA-NXX as defined in NANPA belongs to the NPAC SPID that is defining the code in NPAC.



				· Major interface changes required.




· SPs SOA systems will have to be updated as well.



				· Most costly solution




· Most automated




· Requires minimum manual validation to eliminate human error.



				1-Long Term











Mar ’05 – During the March 2005 LNPWG meeting, the group discussed the various options in this change order document.  Nextel has proposed that the NPAC edit entries of portable NPA-NXX codes to the NPAC’s network data in order to verify that the NPAC SPID associated with the code is the code-owner.  A manual audit method is proposed in PIM 51 (the short-term approach) and an automated method is proposed in this change order (long term solution).  Both the PIM and change order were accepted.




Considering the desire to pursue option #6 in the table above as the long-term solution, the majority of the discussion surrounded the difficulty in obtaining and maintaining an OCN to SPID cross-reference.  It was suggested that we investigate an easier to implement solution where the NPAC performs OCN validation.  This would require the SOA/LSMS/NPAC GUI to include the OCN in the NPA-NXX Create Request.  The NPAC would maintain an OCN-to-NPA-NXX cross-reference file for editing purposes.  This will be discussed again during the Apr ’05 meeting.




Action Item:  All participants are to discuss internally, and be prepared to discuss the proposed methods and any data options for the manual method and for the automated method.




Major points/processing flow/high-level requirements:




1. The NPAC “gets” the OCN Code Ownership Table source file (see open issue #1 below).



2. A new regional tunable, NPA-NXX Ownership Validation Acceptor (NOVA), will indicate whether or not the NPAC enforces this edit.



3. Two new Service Provider-specific tunables, NOVA-SOA and NOVA-LSMS, will indicate whether or not the Service Provider supports including the OCN information over the interface.



4. NPAC processing in a NOVA environment.




a. When a region’s NOVA indicator is set to FALSE:




i. SOA/LSMS/NPAC GUI requests the creation of an NPA-NXX.




ii. All existing edits apply.  Success/failure is dependent on existing edits.



iii. NOVA-SOA and NOVA-LSMS values are irrelevant.



b. When a region’s NOVA indicator is set to TRUE:




i. SOA/LSMS/NPAC GUI requests the creation of an NPA-NXX.




ii. All existing edits apply.  Success/failure is partially dependent on existing edits.  If the existing edits trigger an error, the NPA-NXX Create will be rejected.




iii. Also, the new NOVA related edit might be applicable.




1. If Service Provider-specific tunable (NOVA-SOA if request from SOA, NOVA-LSMS if request from LSMS) is TRUE:



a. The NPAC verifies the requesting OCN “owns” the code according to the OCN Code Ownership Table source file.




i. If OCN Code Ownership passes, continue.




ii. If OCN Code Ownership fails, reject the NPA-NXX Create.




b. NPA-NXX Create Request will only succeed when both existing edits and NOVA edits are passed.



c. Successful NPA-NXX Create Requests trigger NPA-NXX Creates from NPAC to SOA/LSMS.  The OCN is NOT part of this NPAC message to the SOA/LSMS.



2. If Service Provider-specific tunable (NOVA-SOA if request from SOA, NOVA-LSMS if request from LSMS) is FALSE, the success/failure is based solely on the results of 4.b.ii above.




5. No reports are affected.



6. No impact to LRN, Dash-X, NPB, or SV processing.



Open Issues:




1.  The input reference data/file (OCN Code Ownership Table of NECA OCN to NPA-NXX).  Can this be obtained from the NANPA website?  If not, who will create this?  How maintained?  Frequency?  How will issues be resolved?  Who has final say?




2.  This change order only works well when ALL Service Providers in a given region support it.  As long as at least one Service Providers does NOT support it, the data reliability is compromised.



Requirements:




TBD




IIS:




TBD




GDMO:




TBD




ASN.1:




TBD
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Origination Date:  01/13/05




Originator:  VeriSign




Change Order Number:  NANC 401




Description:  Separate LSMS Association for OptionalData Fields




Cumulative SP Priority, Weighted Average:  N/A




Functionally Backwards Compatible:  Yes



IMPACT/CHANGE ASSESSMENT




				FRS



				IIS



				GDMO



				ASN.1



				NPAC



				SOA



				LSMS







				Y



				Y



				Y



				Y



				Y



				Y



				Y











Redlines listed in this document based on discussion during the Apr ’05 LNPAWG meeting.




Business Need:




During the discussion of NANC 399 and NANC 400 (SV Type and OptionalData Fields) at the January 2005 LNPAWG meeting, a concern was raised that provisioning of this new optional data was an issue.  During the June 2005 LNPAWG meeting, the issue was isolated to NANC 400 only, so all other references to NANC 399 have been removed.  It was stated that it could be handled in two different ways:




· LSMS – Use the current mechanism whereby the NPAC broadcasts porting information to the LSMS, and the LSMS determines which downstream system needs to provision this information.




· NPAC – Use a new mechanism whereby the NPAC allows separate LSMS associations that are divided between their respective downstream systems that will provision this information.  The current mechanism will still be maintained for backwards compatibility.  The separate associations will be accomplished by using separate/different SPID values.  Potentially, two new Managed Objects will be added to accommodate the new optional data (one for SV, one for NPB).  For example, SP1 uses assocation1 for information pertaining to ports in the circuit-switched network, and association2 for ports in the IP network.  The NPAC would broadcast data to association1, association2, or both association1 and association2, depending on the SV Type.  For SP2 that continues to use the current mechanism, the NPAC would continue to broadcast all SV data on their single LSMS association.




By providing this new mechanism, the NPAC provides flexibility for Service Providers to implement a provisioning function of ported SV data that supports both traditional circuit-switched networks and the new IP networks.




Description of Change:




This change order would modify the NPAC to support a separate LSMS association, using a different SPID, for the data in the NPB/SV OptionalData fields.  The NPAC would manage the distribution of LSMS broadcasts such that LSMSs that support this new optional data feature would have NPB/SV porting data broadcast down the appropriate LSMS association, and LSMSs that use the current mechanism would continue to have all NPB/SV porting data broadcast down their single LSMS association.




Two options were discussed, regarding the filtering of the downloads to the 2nd LSMS association:




1. The NPAC would broadcast all data to association-2, and the LSMS would decide whether or not to store the data.




a. This functionality would be supported under NANC 400.




b. NPAC audits may need a change.




i. If LSMS stores all data, no NPAC change required.




ii. If LSMS only stores OptionalData, then NPAC would need to ignore their discrepancy for conventional port data.




c. NPAC functionality for modify-active, mass update, and disconnect, no NPAC change required.




2. The NPAC would use a new NPB object and new SV object to transmit data between the NPAC and association2.  This will be used for porting data for the NPB/SV OptionalData fields.




a. Two new objects required to support this functionality.




b. NPAC audits will need a change.




i. NPAC must audit based on type of association.




ii. NPAC must handle discrepant data for data that the LSMS is not supporting, and therefore, not consider it discrepant.




c. NPAC functionality for modify-active, mass update, and disconnect, will need a change.  Must send the correct object to the applicable LSMS.




Major points/processing flow/high-level requirements:




1. The NPAC broadcasts NPB/SV porting data to all LSMSs, which in turn provision elements in their respective Service Provider’s networks.  In order to accommodate NPB/SV OptionalData fields introduced by NANC 400, Service Providers may institute separate provisioning flows.  Individual Service Providers may decide to implement these separate flows through the use of separate LSMS associations with the NPAC.



a. Conventional NPB/SV porting data would continue to be broadcast on the current LSMS association.



b. In order to meet some Service Provider’s provision needs, an LSMS will be allowed to establish a dedicated LSMS association for data associated with NPB/SV OptionalData fields.  This will be accomplished by using a different SPID than the one used for conventional porting data (1a above).  There are two options for receiving the OptionalData fields.



i. The data for this second association will use existing objects (SV object which will include subscription OptionalData fields, NPB object which will include pooled block OptionalData fields).  Hereafter this is referred to as Option-1.



ii. The data for this second association will use new objects (SVOptionalData object for subscription OptionalData fields, NPBOptionalData object for pooled block OptionalData fields).  Hereafter this is referred to as Option-2.



2. Option-2 only.  A new SP specific tunable, Channel for LSMS Unbundled Enhancement (CLUE), will indicate whether or not an LSMS ONLY supports receiving the new OptionalData objects.  One new object will contain SV data, the second one will contain NPB data.



3. Option-2 only.  CLUE (when value set to TRUE) will be used to allow a Service Provider, by using a different SPID value, to establish an LSMS association specifically for data associated with the new OptionalData objects.



4. Both Option-1 and Option-2.  LSMS function masks do not require any changes.



5. Option-2 only.  NPAC processing in a CLUE environment.  Applicable for Service Providers with CLUE set to TRUE.




a. When a Service Provider does not support CLUE with the NPAC:




i. The new OptionalData objects WILL NOT be generated by the NPAC for downloading to the LSMS.




ii. All LSMS traffic (network data, NPB data, SV data, notifications, NPB OptionalData, SV OptionalData) flows across the one LSMS association.  Success/failure of the download is BAU.




iii. Priority and Type of message is BAU.




iv. LSMS Recovery is BAU.




v. An NPB/SV Query is BAU.




vi. If the Service Provider has enabled OptionalData fields in their NPAC Profile, these attributes will be broadcast across the one LSMS association.




b. When a Service Provider does support CLUE with the NPAC:




i. The new OptionalData objects WILL be generated by the NPAC for downloading to the LSMS.  The actual data will be based on which OptionalData fields are enabled in their NPAC Profile.




ii. The NPAC sends LSMS data based on current functionality mask.




iii. LSMS associates to the NPAC with the existing functionality mask (“Association2”, which is the only association from the second SPID).  Only applicable traffic (network data, notifications, the new NPBOptionalData object, the new SVOptionalData object) flows across “Association2”.  Success/failure of the download is BAU.




iv. LSMS Recovery is based on the functionality supported by that binding association, as described in 5-b-iii, above.




v. Queries will change based on the functionality supported by that binding association, as described in 5-b-iii, above.




6. NPAC processing will change to accommodate audits for association2.  For association1, no change to audits is required.




a. Option-1 only.  The NPAC will use the Service Provider profile settings to determine if the new OptionalData fields are involved, but using the existing SV and NPB objects.  Each LSMS will need to respond back to the NPAC query request, based on current data.  The NPAC will process the responses, compare to the NPAC data, and send any updates if needed.  In the case of a CLUE-less LSMS, conventional porting data is not expected, so no discrepancies will be reported back to the requesting SOA.




b. Option-2 only.  The NPAC will use a combination of the Service Provider profile settings, plus the CLUE indicator to determine if the new OptionalData objects are involved.  Each LSMS will need to respond back to the NPAC query request, based on current data.  The NPAC will process the responses, compare to the NPAC data, and send any updates if needed.  In the case of a CLUE LSMS, conventional porting data is not expected, so no discrepancies will be reported back to the requesting SOA.




7. If an LSMS indicates that it supports CLUE, but they don’t change any of their SP Profile flags and therefore don’t support any OptionalData fields, it becomes a dark association for NPB/SV data, because no downloads are generated nor sent to that new association.




Open Issues:




1. Since NPB/SV broadcasts are sent to both associations, what should the failedList reflect if one was successful and one failed (e.g., a partial, partial-failure)?  If both associations use the same SPID value, then how do we differentiate between a partial, partial-failure versus a full, partial-failure?Not an issue when there are separate associations using different SPIDs.  Each association and their response/lack of response, is managed independent of one another.



2. Audit complexity is increased because the NPAC must initiate one type of query to the conventional LSMS (association1), and a different type of query to the OptionalData LSMS (association2).  For option 2, added complexity because two objects now represent the same SV/NPB.



3. Should we create a new version of the NPB and SV BDD files to accommodate the difference between conventional porting data and OptionalData porting data?




4. Adding new Managed Objects requires much greater development and testing time on both the NPAC and the LSMS.




Requirements:




Option 1 and 2:




None.



Option 1 Only:




Req 1
Audit OptionalData Only Tunable




NPAC SMS shall provide a Service Provider Audit OptionalData Only tunable parameter which defines whether an LSMS supports only OptionalData information.




Req 2
Audit OptionalData Only Tunable – Default




NPAC SMS shall default the Service Provider Audit OptionalData Only tunable parameter to FALSE.




Req 3
Audit OptionalData Only Tunable – Modification




NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to modify the Service Provider Audit OptionalData Only tunable parameter.




Req 4
Audit Processing in an OptionalData Only Configuration




NPAC SMS shall, when processing the audit query results from an OptionalData Local SMS (Service Provider Audit OptionalData Only tunable parameter set to TRUE), audit the following attributes:




1. SV-ID




2. TN




3. SPID




4. Activation TS




5. SV Type




6. OptionalData




a. Alternative SPID (only Service Provider Local SMSs that support this attribute will be audited on this attribute)




b. Voice URI (only Service Provider Local SMSs that support this attribute will be audited on this attribute)




c. MMS URI (only Service Provider Local SMSs that support this attribute will be audited on this attribute)




d. PoC URI (only Service Provider Local SMSs that support this attribute will be audited on this attribute)




e. Presence URI (only Service Provider Local SMSs that support this attribute will be audited on this attribute)




Req 5
Audit Processing in a Conventional Porting Configuration




NPAC SMS shall, when processing the audit query results from a conventional Local SMS (Service Provider Audit OptionalData Only tunable parameter set to FALSE), audit the attributes, as defined in requirement R8-3 (Service Providers Specify Audit Scope).




Option 2 Only:




Req 1
Channel for LSMS Unbundled Enhancement Tunable




NPAC SMS shall provide a Service Provider Channel for LSMS Unbundled Enhancement tunable parameter which defines whether an LSMS supports OptionalData objects.




Req 2
Channel for LSMS Unbundled Enhancement Tunable – Default




NPAC SMS shall default the Service Provider Channel for LSMS Unbundled Enhancement tunable parameter to FALSE.




Req 3
Channel for LSMS Unbundled Enhancement Tunable – Modification




NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to modify the Service Provider Channel for LSMS Unbundled Enhancement tunable parameter.




Req 4
Sending of OptionalData Objects when CLUE Channel is Active




NPAC SMS shall send OptionalData objects for a particular Service Provider across a CLUE channel when it is active.



Req 5
Subscription Version OptionalData Objects Recovery




NPAC SMS shall provide a mechanism that allows an LSMS to recover subscription version OptionalData objects downloads that were missed during a broadcast to the LSMS.




Req 6
Subscription Version OptionalData Objects Recovery Only in Recovery Mode




NPAC SMS shall allow an LSMS to recover OptionalData objects ONLY in recovery mode.




Req 7
Subscription Version OptionalData Objects Recovery – Order of Recovery




NPAC SMS shall recover all OptionalData objects download broadcasts in time sequence order when OptionalData objects are requested by the LSMS.




Req 8
Subscription Version OptionalData Objects Recovery – Time Range Limit




NPAC SMS shall use the Maximum Download Duration Tunable to limit the time range requested in an OptionalData objects recovery request.




Req 9
Subscription Version OptionalData Objects Recovery – SWIM




NPAC SMS shall allow an LSMS to recover OptionalData objects using a SWIM recovery request.




Req 10
Subscription Version OptionalData Objects Recovery – LSMS Data




NPAC SMS shall allow the LSMS to only recover OptionalData object downloads intended for the LSMS.




Req 11
Subscription Version Information Bulk Data Download – OptionalData Objects




NPAC SMS shall use the Service Provider’s profile (Channel for LSMS Unbundled Enhancement Flag set to TRUE), and only include OptionalData subscription version objects in the subscription version bulk data download file.




Req 12
Subscription Version Information Bulk Data Download – Subscription Version Objects




NPAC SMS shall use the Service Provider’s profile (Channel for LSMS Unbundled Enhancement Flag set to FALSE), and only include regular subscription version objects in the subscription version bulk data download file.




Req 13
Query for Subscription Versions using the OptionalData Object




NPAC SMS shall use the Service Provider’s profile (Channel for LSMS Unbundled Enhancement Flag set to TRUE), and only send a subscription version query for the OptionalData subscription version object in an audit.




Req 14
Query for Subscription Versions using the Subscription Version Object




NPAC SMS shall use the Service Provider’s profile (Channel for LSMS Unbundled Enhancement Flag set to FALSE), and only send a subscription version query for the regular subscription version object in an audit.




IIS:




Option 1 and 2:




None.




Option 1 Only:




None.




Option 2 Only:




Add to the end of Chapter 5:




5.x – CLUE Channel for OptionalData Objects




A Service Provider may connect to the NPAC SMS using a “second” LSMS system (different SPID value), in order to receive OptionalData objects.  The NPAC SMS will send OptionalData objects instead of standard SV/NPB objects when the SP specific tunable, Channel for LSMS Unbundled Enhancement (CLUE), is set to TRUE.  This allows a Service Provider to have the NPAC SMS separate out downloads for convention porting data versus IP data, using the new SV and NPB objects.




For audit queries, the NPAC will use a combination of the Service Provider profile settings, plus the CLUE indicator to determine if the new OptionalData objects are involved.  If they are involved, the NPAC SMS will queries for the OptionalData objects rather than the conventional SV/NPB objects.  Each LSMS will need to respond back to the NPAC query request, based on current data.  The NPAC will process the responses, compare to the NPAC data, and send any updates if needed.  In the case of a CLUE LSMS, conventional porting data is not expected, so no discrepancies will be reported back to the requesting SOA.




New message flows for the following:




1. SV Activate – Download to the LSMS using the OptionalData Object




2. SV Modify-Active – Download to the LSMS using the OptionalData Object




3. SV Disconnect – Download to the LSMS using the OptionalData Object




4. SV Query – Request to the LSMS for the OptionalData Object




5. NPB Activate – Download to the LSMS using the OptionalData Object




6. NPB Modify-Active – Download to the LSMS using the OptionalData Object




7. NPB Disconnect – Download to the LSMS using the OptionalData Object




8. NPB Query – Request to the LSMS for the OptionalData Object




The basic steps:




1. NPAC SMS sends message to LSMS, (.




2. LSMS responds back to NPAC SMS, (.




GDMO:




TBD




ASN.1:




TBD
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Origination Date:  12/1/06




Originator:  LNPAWG (Robert Daniels, Hands On Communications, Inc.)




Change Order Number:  NANC 415



Description:  SIP and H.323 URIs in the NPAC




Pure Backwards Compatible:  TBD




IMPACT/CHANGE ASSESSMENT




				FRS



				IIS



				GDMO



				ASN.1



				NPAC



				SOA



				LSMS







				TBD



				TBD



				TBD



				TBD



				TBD



				TBD



				TBD











Business Need:




Video Relay Service (VRS) is the preferred method for making phone calls by deaf and hard of hearing people who rely on American Sign Language as their primary means of communication.  The high level process is as follows:




· Hearing people (voice callers) dial the toll free number for a VRS Provider.




· A sign language interpreter (video interpreter, or VI) for the VRS Provider relays the call between the hearing caller and the deaf caller.




· The connection between the hearing person (voice caller) and the deaf person (sign language user) consists of a voice line between the hearing caller and the sign language interpreter, and a video connection between the sign language interpreter and the deaf caller.  The interpreter relays the conversation between the two parties.




However, there are several major issues with the current functionality:




· Deaf people are not assigned TNs for VRS.  Therefore, they cannot provide a telephone number on common paperwork such as job/mortgage/credit card applications, business cards, etc., the way hearing people provide contact information as this field usually allows for only ten numbers.  Deaf people currently have to provide the toll-free number of their VRS provider with instructions to call the specific deaf party.  




· They do not have the ability to provide E911 locations information because they do not have TNs.  




· There is limited interoperability between VRS Providers, which appears to provide severe  limits on the utility of the service.  A deaf user may prefer one of the VRS Providers, and a different deaf user may prefer a different VRS Provider.  




· It is a cumbersome and complex process for hearing people who try to call deaf people through VRS..  Different VRS Providers use different information to identify deaf users, e.g., name, proxy number, IM handle.




This change order will assist in resolving these three issues:




· Deaf people, like hearing people, desire their own TN.  The VRS Providers can partner with LECs to get TNs and have access to the telephone network.  This arrangement would be identical to the current arrangement between VoIP Providers and LECs.




· The FCC regulation states that “all VRS providers should be able to… make calls to, any VRS consumer”.  If all VRS providers use a common TN-to-Internet Address DB, calls can be completed even if the hearing caller uses one VRS Provider (shorter wait time, prefer certain interpreters) and the deaf person is registered with a different VRS Provider.




· Hearing caller dials the 800# of any VRS Providers and simply gives the TN of the deaf person (no need to remember to give name for VRS Provider #1, proxy number for VRS Provider #2, IM handle for VRS Provider #3).  The information in the common TN-to-Internet Address DB, allows the first VRS Provider to use the Internet Address to complete the call through the VRS network of the deaf person, even if it’s a different VRS Provider.




The NPAC is an attractive solution for the following reasons:




· It is a TN-level database that supports call routing.




· It has an existing governance model.




· The VRS URI data for all VRS-served TNs will be available to all VRS Providers.




· VRS Providers could obtain the NPAC VRS URI data from a service bureau, if they did not want to deploy their own NPAC interfaces.




· It currently exists in a production environment.




· It would take years and considerable expense to create a new database with new interfaces, new processes and a new governance model




· It would take regulatory action to create a new database.




· The LNPA is an open to the public and the desire for this capability is consumer driven (there have been over 2000 consumer comments to the FCC requesting this capability).  




Description of Change:




The proposed change is to use the NPAC as the common TN-level database that all VRS Providers use to associated a deaf person’s TN to the URI of their VRS Provider.  This would allow a hearing person to call a deaf person, and a deaf person to call another deaf person, through the simple use of their assigned TN.  By using the NPAC, the VRS industry would have a common database to store the necessary SIP and H.323 URI information to reach any VRS Provider’s customer:




· H.323 is the dominant technology used by VRS Providers today.




· SIP is the more current technology, and it is likely that the VRS Providers will be evolving to SIP in the future.




· Both URIs are required because, 1.) A VRS Provider may provide both technologies while evolving from H.323 to SIP, and 2.) A SIP Provider may provide an H.323 gateway for interoperability with H.323-based VRS Providers.




· The URIs represent the VRS Provider serving the called number, not the called number itself.




Since deaf people do not have TNs for VRS today, it’s expected that the new TNs provided for this service will be:




· From new inventory provided by the LECs to the VRS Providers.  Functionally, this appears like stations of a PBX.




· An existing TN, assigned to a deaf person for a service other than VRS, which is ported-in to the VRS Provider’s terminating PSTN access Service Provider.




· Both of these two types of TNs can make use of the NPAC to store associated VRS URI data.




Additionally, this solution also allows deaf people to keep their TN, while switching from one VRS Provider to another (port their number just like hearing people).




In summary, the deaf community would like service that is consistent with the service for hearing people.  By adding a SIP URI and H.323 URI, they will be able to do this.



Dec ’06 LNPAWG Con Call – The solution proposed assumes that each VRS TN is associated with some VRS Provider in the same way as each TN in the NPAC is associated with a Service Provider.  The URI associated with a TN must be resolvable to the VRS CPE IP address or to some network element which can forward or redirect a call to the VRS CPE.



Major points/processing flow/high-level requirements:




1. 



2. 



3. 



4. 



This change order proposes to add new fields to the subscription version and number pool block objects.  Hence, the FRS, IIS, GDMO, and ASN.1 will need to reflect the addition of these fields.  These new fields will cause changes to the NPAC CMIP interface, however they will be functionally backward compatible and optional by service provider.




Requirements:




1. 



2. 



3. 



Section 1.2, NPAC SMS Functional Overview




Add a new section that describes the functionality of the H.323/SIP URI (Uniform Resource Identifier) Fields (Optional Data).  See description of Change above.




Section 3.1, NPAC SMS Data Models




Add new attribute for the H.323 and SIP URI (Uniform Resource Identifier) Parameter (Optional Data) Fields.  See below:




				NPAC CUSTOMER DATA MODEL







				Attribute Name



				Type (Size) 



				Required



				Description







				[snip]



				



				



				







				NPAC Customer SOA H.323 URI Indicator



				B



				(



				A Boolean that indicates whether the NPAC Customer supports H.323 URI information from the NPAC SMS to it’s SOA.  The H.323 URI is the network address to the Service Provider’s gateway for H.323 service.




The default value is False.







				NPAC Customer LSMS H.323 URI Indicator



				B



				(



				A Boolean that indicates whether the NPAC Customer supports H.323 URI information from the NPAC SMS to it’s LSMS.  The H.323 URI is the network address to the Service Provider’s gateway for H.323 service.




The default value is False.







				NPAC Customer SOA SIP URI Indicator



				B



				(



				A Boolean that indicates whether the NPAC Customer supports SIP URI information from the NPAC SMS to it’s SOA.  The SIP URI is the network address to the Service Provider’s gateway for multi-media messaging service.




The default value is False.







				NPAC Customer LSMS SIP URI Indicator



				B



				(



				A Boolean that indicates whether the NPAC Customer supports SIP URI information from the NPAC SMS to it’s LSMS.  The SIP URI is the network address to the Service Provider’s gateway for multi-media messaging service.




The default value is False.







				[snip]



				



				



				











Table 3-2 NPAC Customer Data Model




				Subscription Version Data MODEL







				Attribute Name



				Type (Size)



				Required



				Description







				[snip]



				



				



				







				H.323 URI



				C (255)



				



				H.323 URI for Subscription Version.




This field may only be specified if the service provider SOA supports H.323 URI.  The H.323 URI is the network address to the Service Provider’s gateway for H.323 service.







				SIP URI



				C (255)



				



				SIP URI for Subscription Version.




This field may only be specified if the service provider SOA supports SIP URI.  The SIP URI is the network address to the Service Provider’s gateway for multi-media messaging service.







				[snip]



				



				



				











Table 3‑6 Subscription Version Data Model




				number pooling block hoder information Data MODEL







				Attribute Name



				Type (Size)



				Required



				Description







				[snip]



				



				



				







				H.323 URI



				C (255)



				



				H.323 URI for Number Pool Block.




This field may only be specified if the service provider SOA supports H.323 URI.  The H.323 URI is the network address to the Service Provider’s gateway for H.323 service.







				SIP URI



				C (255)



				



				SIP URI for Number Pool Block.




This field may only be specified if the service provider SOA supports SIP URI.  The SIP URI is the network address to the Service Provider’s gateway for multi-media messaging service.







				[snip]



				



				



				











Table 3‑8 Number Pooling Block Holder Information Data Model




R3-7.2 
Administer Mass update on one or more selected Subscription Versions




NPAC SMS shall allow NPAC personnel to specify a mass update action to be applied against all Subscription Versions selected (except for Subscription Versions with a status of old, partial failure, sending, disconnect pending or canceled) for LRN, DPC values, SSN values, SV Type, Alternative SPID, H.323 URI, SIP URI, Billing ID, End User Location Type or End User Location Value.




RR3-210
Block Holder Information Mass Update – Update Fields




NPAC SMS shall allow NPAC Personnel, via a mass update, to update the block holder default routing information (LRN, DPC(s), and SSN(s), SV Type, Alternative SPID, H.323 URI, SIP URI), for a 1K Block as stored in the NPAC SMS.  (Previously B-762)




R3‑8
Off-line batch updates for Local SMS Disaster Recovery




NPAC SMS shall support an off‑line batch download (via 4mm DAT tape and FTP file download) to mass update Local SMSs with Subscription Versions, NPA-NXX-X Information, Number Pool Block and Service Provider Network data.




The contents of the batch download are:




· Subscriber data:




· [snip]




· H.323 URI (for Local SMSs that support H.323 URI data)




· SIP URI (for Local SMSs that support SIP URI)




·  [snip]




· Block Data




· [snip]




· H.323 URI (for Local SMSs that support H.323 URI data)




· SIP URI, (for Local SMSs that support SIP)




·  [snip]




RR3-79.1
Number Pool NPA-NXX-X Holder Information – Routing Data Field Level Validation




NPAC SMS shall perform field-level data validations to ensure that the value formats for the following input data, are valid according to the formats specified in the Block Data Model upon Block creation scheduling for a Number Pool, or when re-scheduling a Block Create Event:  (Previously N-75.1).




· [snip]




· H.323 URI



· SIP URI




RR3-149
 Addition of Number Pooling Block Holder Information – Field-level Data Validation



NPAC SMS shall perform field-level data validations to ensure that the value formats for the following input data, is valid according to the formats specified in the Subscription Version Data Model upon Block creation for a Number Pool:  (Previously B-250)




· [snip]




· H.323 URI




· SIP URI




RR3-157
Modification of Number Pooling Block Holder Information – Routing Data




NPAC SMS shall allow NPAC personnel, Service Provider via the SOA to NPAC SMS Interface, or Service Provider via the NPAC SOA Low-tech Interface, to modify the block holder default routing information (LRN, DPC(s), and SSN(s)), SV Type, Alternative SPID, and H.323 URI/SIP URI fields, for a 1K Block as stored in the NPAC SMS.  (Previously B-320)




R4-8
Service Provider Data Elements



NPAC SMS shall require the following data if there is no existing Service Provider data:




· [snip]




· NPAC Customer SOA H.323 URI Support Indicator




· NPAC Customer LSMS H.323 URI Support Indicator




· NPAC Customer SOA SIP URI Support Indicator




· NPAC Customer LSMS SIP URI Support Indicator




R5‑16
Create Subscription Version - New Service Provider Optional input data




NPAC SMS shall accept the following optional fields from NPAC personnel or the new Service Provider upon Subscription Version creation for an Inter-Service Provider port:




· [snip]




· H.323 URI (via CMIP, if supported by the Service Provider SOA)



· SIP URI (via CMIP, if supported by the Service Provider SOA)



R5‑18.1
Create Subscription Version - Field-level Data Validation




NPAC SMS shall perform field-level data validations to ensure that the value formats for the following input data, if supplied, is valid according to the formats specified in Table 3-6 upon Subscription Version creation for an Inter-Service Provider port:




· [snip]




· H.323 URI




· SIP URI




RR5-5
Create “Intra-Service Provider Port” Subscription Version - Current Service Provider Optional Input Data




NPAC SMS shall accept the following optional fields from the NPAC personnel or the Current Service Provider upon a Subscription Version Creation for an Intra-Service Provider port:




· [snip]




· H.323 URI (via CMIP, if supported by the Service Provider SOA)



· SIP URI (via CMIP, if supported by the Service Provider SOA)



RR5-6.1
Create “Intra-Service Provider Port” Subscription Version - Field-level Data Validation




NPAC SMS shall perform field-level data validations to ensure that the value formats for the following input data, if supplied, is valid according to the formats specified in Table 3-6 upon Subscription Version creation for an Intra-Service Provider port:




· [snip]




· H.323 URI




· SIP URI




R5‑27.1
Modify Subscription Version - New Service Provider Data Values




NPAC SMS shall allow the following data to be modified in a pending or conflict Subscription Version for an Inter-Service Provider or Intra-Service Provider port by the new/current Service Provider or NPAC personnel:




· [snip]




· H.323 URI (via CMIP, if supported by the Service Provider SOA)



· SIP URI (via CMIP, if supported by the Service Provider SOA)



R5‑28
Modify Subscription Version - New Service Provider Optional input data.




NPAC SMS shall accept the following optional fields from the NPAC personnel or the new Service Provider upon modification of a pending or conflict Subscription version:




· [snip]




· H.323 URI (via CMIP, if supported by the Service Provider SOA)



· SIP URI (via CMIP, if supported by the Service Provider SOA)



R5‑29.1
Modify Subscription Version - Field-level Data Validation




NPAC SMS shall perform field-level data validations to ensure that the value formats for the following input data, if supplied, is valid according to the formats specified in Table 3-6 upon Subscription Version modification.




· [snip]




· H.323 URI




· SIP URI




R5‑36
Modify Active Subscription Version - Input Data




NPAC SMS shall allow the following data to be modified for an active Subscription Version:




· [snip]




· H.323 URI (via CMIP, if supported by the Service Provider SOA)



· SIP URI (via CMIP, if supported by the Service Provider SOA)



R5‑37
Active Subscription Version - New Service Provider Optional input data.




NPAC SMS shall accept the following optional fields from the new Service Provider or NPAC personnel for an active Subscription Version to be modified:




· [snip]




· H.323 URI (via CMIP, if supported by the Service Provider SOA)



· SIP URI (via CMIP, if supported by the Service Provider SOA)



R5‑38.1
Modify Active Subscription Version - Field-level Data Validation




NPAC SMS shall perform field-level data validations to ensure that the value formats for the following input data, if supplied, is valid according to the formats specified in Table 3-6 upon Subscription Version modification of an active version:




· [snip]




· H.323 URI




· SIP URI




R5-74.3
Query Subscription Version - Output Data – SOA



NPAC SMS shall return the following output data for a Subscription Version query request initiated by NPAC personnel or a SOA to NPAC SMS interface user:




· [snip]




· H.323 URI (via CMIP, if supported by the Service Provider SOA)



· SIP URI (via CMIP, if supported by the Service Provider SOA)



R5-74.4
Query Subscription Version - Output Data – LSMS



NPAC SMS shall return the following output data for a Subscription Version query request initiated over the NPAC SMS to Local SMS interface:




· [snip]




· H.323 URI (via CMIP, if supported by the Service Provider LSMS)



· SIP URI (via CMIP, if supported by the Service Provider LSMS)



RR5-91
Addition of Number Pooling Subscription Version Information – Create “Pooled Number” Subscription Version




NPAC SMS shall automatically populate the following data upon Subscription Version creation for a Pooled Number port:  (Previously SV-20)




· [snip]




· H.323 URI




· SIP URI




Req 1 – Service Provider SOA H.323 URI Edit Flag Indicator




NPAC SMS shall provide a Service Provider SOA H.323 URI Edit Flag Indicator tunable parameter which defines whether a SOA supports H.323 URI.




Req 2 – Service Provider SOA H.323 URI Edit Flag Indicator Default




NPAC SMS shall default the Service Provider SOA H.323 URI Edit Flag Indicator tunable parameter to FALSE.




Req 3 – Service Provider SOA H.323 URI Edit Flag Indicator Modification




NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to modify the Service Provider SOA H.323 URI Edit Flag Indicator tunable parameter.



Req 4 – Service Provider LSMS H.323 URI Edit Flag Indicator




NPAC SMS shall provide a Service Provider LSMS H.323 URI Edit Flag Indicator tunable parameter which defines whether an LSMS supports H.323 URI.




Req 5 – Service Provider LSMS H.323 URI Edit Flag Indicator Default




NPAC SMS shall default the Service Provider LSMS H.323 URI Edit Flag Indicator tunable parameter to FALSE.




Req 6 – Service Provider LSMS H.323 URI Edit Flag Indicator Modification




NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to modify the Service Provider LSMS H.323 URI Edit Flag Indicator tunable parameter.



Req 1.1 through 6.1 same as Req 1 through 6.  Replace “H.323 URI” with “SIP URI”.




Req 7
Activate Subscription Version - Send H.323 URI to Local SMSs




NPAC SMS shall, for a Service Provider that supports H.323 URI, send the H.323 URI attribute for an activated Inter or Intra-Service Provider Subscription Version port via the NPAC SMS to Local SMS Interface to the Local SMSs.



Req 7.1 same as Req 7.  Replace “H.323 URI” with “SIP URI”.




Req 8
Activate Number Pool Block - Send H.323 URI to Local SMSs




NPAC SMS shall, for a Service Provider that supports H.323 URI, send the H.323 URI attribute for an activated Number Pool Block via the NPAC SMS to Local SMS Interface to the Local SMSs.



Req 8.1 same as Req 8.  Replace “H.323 URI” with “SIP URI”.




Req 9
Audit for Support of H.323 URI




NPAC SMS shall audit the H.323 URI attribute as part of a full audit scope, only when a Service Provider’s LSMS supports H.323 URI.



Req 9.1 same as Req 9.  Replace “H.323 URI” with “SIP URI”.




Appendix B – Glossary




URI – Uniform Resource Identifier




Appendix E – Bulk Data Download File Examples.




NOTE:  If a Service Provider supports H.323 URI, SIP URI, the format of the Bulk Data Download file will contain delimiters for both attributes.




				Explanation of the fields in the subscription download file







				Field Number



				Field Name



				Value in Example







				1



				Version Id 



				0000000001







				[snip]



				



				







				999



				H.323 URI



				Not present if LSMS or SOA does not support the H.323 URI as shown in this example.  If it were present the value would be as defined in the SV Data Model.







				999



				SIP URI



				Not present if LSMS or SOA does not support the SIP URI as shown in this example.  If it were present the value would be as defined in the SV Data Model.







				



				



				











Table E- 1 -- Explanation of the Fields in The Subscription Download File




				Explanation of the fields in the Block download file







				Field Number



				Field Name



				Value in Example







				1



				Block  Id 



				1







				[snip]



				



				







				999



				H.323 URI



				Not present if LSMS or SOA does not support the H.323 URI as shown in this example.  If it were present the value would be as defined in the SV Data Model.







				999



				SIP URI



				Not present if LSMS or SOA does not support the SIP URI as shown in this example.  If it were present the value would be as defined in the SV Data Model.







				



				



				











Table E- 6 -- Explanation of the Fields in The Subscription Download File




Assumptions:




1. TBD




2. TBD




3. TBD




IIS




TBD



Addition to the current IIS flow descriptions that relate to SV and NPB attributes.




Flow B.4.4.1 – Number Pool Block Create/Activate by SOA




Flow B.4.4.2 – Number Pool Block Create by NPAC SMS




Flow B.4.4.12 – Number Pool Block Modify by NPAC SMS




Flow B.4.4.13 – Number Pool Block Modify by Block Holder SOA




The following attributes may optionally be included:




H.323 URI (via CMIP, if supported by the Service Provider SOA)



The following attributes may optionally be included:




SIP URI (via CMIP, if supported by the Service Provider SOA)



Flow B.5.1.2 – Subscription Version Create by the Initial SOA (New Service Provider)




Flow B.5.1.3 – Subscription Version Create by Second SOA (New Service Provider)




Flow B.5.1.11 – Subscription Version Create for Intra-Service Provider Port




[snip]




The following items may optionally be provided unless subscriptionPortingToOriginal-SP is true:




[snip]




H.323 URI (via CMIP, if supported by the Service Provider SOA)



SIP URI (via CMIP, if supported by the Service Provider SOA)



Flow B.5.2.1 – Subscription Version Modify Active Version Using M-ACTION by a Service Provider SOA




Flow B.5.2.3 – Subscription Version Modify Prior to Activate Using M-ACTION




Flow B.5.2.4 – Subscription Version Modify Prior to Activate Using M-SET




[snip]




The current service provider can only modify the following attributes:




[snip]




H.323 URI (via CMIP, if supported by the Service Provider SOA)



SIP URI (via CMIP, if supported by the Service Provider SOA)



Flow B.5.6 – Subscription Version Query




[snip]




The query return data includes:




[snip]




H.323 URI (via CMIP, if supported by the Service Provider SOA)



SIP URI (via CMIP, if supported by the Service Provider SOA)



GDMO




No Changes Required.



ASN.1




No Changes Required.



XML:




<?xml version="1.0" encoding="UTF-8"?>




<xs:schema xmlns:xs="http://www.w3.org/2001/XMLSchema" elementFormDefault="qualified" attributeFormDefault="unqualified">




       <xs:simpleType name="SPID">




              <xs:restriction base="xs:string">




                     <xs:length value="4"/>




              </xs:restriction>




       </xs:simpleType>




       <xs:simpleType name="Generic-URI">




              <xs:restriction base="xs:string">




                     <xs:minLength value="1"/>




                     <xs:maxLength value="255"/>




              </xs:restriction>




       </xs:simpleType>




       <xs:complexType name="OptionalData">




              <xs:all>




                     <xs:element name="ALTSPID" type="SPID" nillable="true" minOccurs="0"/>




                     <xs:element name="H323URI" type="Generic-URI" nillable="true" minOccurs="0"/>




                     <xs:element name="SIPURI" type="Generic-URI" nillable="true" minOccurs="0"/>




              </xs:all>




       </xs:complexType>




       <xs:element name="OptionalData" type="OptionalData"/>




</xs:schema>
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New Change Orders – Working Copy








Origination Date:  01/05/05




Originator:  NeuStar



Change Order Number:  NANC 400




Description:  URI Fields




Cumulative SP Priority, Weighted Average:  N/A




Functionally Backwards Compatible:  Yes



IMPACT/CHANGE ASSESSMENT




				FRS



				IIS



				GDMO



				ASN.1



				NPAC



				SOA



				LSMS







				Y



				Y



				Y



				Y



				Y



				Y



				Y











Business Need:




Voice URI Field




No solution currently exists to address the issue of industry-wide distribution of IP end-point addressing information for IP-based Voice service.  No solution addresses portability of such service.  A call originating from one provider’s IP service typically has no information as to whether the dialed TN’s service is IP-based or not, nor what its address is, forcing the use of the PSTN as an intermediary between IP networks.  This need not be the case.  Look up databases are not the issue, as many methods of looking up the data exist.  Typically, VoIP providers
 have their own intra-network look up capability in order to terminate calls.  The issue lies in the availability of a sharing and distribution mechanism for TN-level routing information between all interested service providers.  The provisioning and distributing of routing information is the precise charter of the NPAC for all ported and pooled TNs.




It so happens that today, the vast majority of TNs using IP-based Voice service involve an NPAC transaction (existing TNs migrating to VoIP are ported, new assignments are typically taken from a pooled block).  The ability for IP-based SPs to share routing data associated with a ported or pooled TN surely will be desired (it is on the “to do” list of IP-groups within many SPs offering or planning to offer VoIP service).  The addition of a Voice URI and the various URIs below, because the URIs are merely addressing information, is directly analogous to adding DPC and SSN information to ported and pooled TNs.  The addition of the URI fields described in this change order is unlikely to cause additional NPAC activates, because the fields are intended for numbers that would be ported or pooled anyway.  This is therefore the most cost effective method of provisioning IP look up engines (in whatever flavor they happen to take) with URI information relating to a ported or pooled TN.




The addition of these URI fields to the NPAC also benefits the industry in that it inherently coordinates and synchronizes the update of the SS7-based number portability look up databases with that of the IP-based look up databases.  Should the updates not be synchronized, service could be affected for an indeterminate amount of time.




Multimedia Media Messaging Service (MMS), Push to Talk Over Cellular (PoC) & Presence URI Fields:




There is a need to enable the ability for SPs and Clearinghouses to look up routing information for IP-based services associated with ported and pooled numbers.  Since default CO code level data does not apply for these TNs, query engines need to be provisioned with a portability and pooling correction.  The addition of these three fields will satisfy this need and enable both individual SPs, as well as Service Bureaus, to automatically update their look up engines with the new routing data.  As indicated above, these IP-service routing fields are in fact directly analogous to the existing SS7-based DPC/SSN routing fields already supported by NPAC (i.e. – ISVM, LIDB, WSMSC, etc…).




Description of Change:




The NPAC/SMS will provide the ability to provision Voice, MMS, PoC and Presence URIs for each SV and Pooled Block record.




This information will be provisioned by the SOA and broadcast to the LSMS upon activation of the SV or Pooled Block and upon modification for those SOA and LSMS associations optioned “on” to send and receive this data.




These fields shall be added to the Bulk Data Download file, and be available to a Service Provider’s SOA/LSMS.




These fields will be supported across the interface on an opt-in basis only and will be functionally backward compatible.




The OptionalData CMIP attribute will be populated with an XML string.  The string is defined by the schema documented in the XML section below.  XML is used to provide future flexibility to add additional fields to the SV records and Pool Block records when approved by the LLC.



Major points/processing flow/high-level requirements:




This change order proposes to add new fields to the subscription version and number pool block objects.  Hence, the FRS, IIS, GDMO, and ASN.1 will need to reflect the addition of these fields.  These new fields will cause changes to the NPAC CMIP interface, however they will be functionally backward compatible and optional by service provider.




Requirements:




Section 1.2, NPAC SMS Functional Overview




Add a new section that describes the functionality of the Voice/MMS/PoC/Presence URI (Uniform Resource Identifier) Fields (Optional Data).  See description of Change above.




Section 3.1, NPAC SMS Data Models




Add new attribute for the Voice/MMS/PoC/Presence URI (Uniform Resource Identifier) Fields (Optional Data).  See below:




				NPAC CUSTOMER DATA MODEL







				Attribute Name



				Type (Size) 



				Required



				Description







				[snip]



				



				



				







				NPAC Customer SOA Voice URI Indicator



				B



				(



				A Boolean that indicates whether the NPAC Customer supports Voice URI information from the NPAC SMS to their SOA.  The Voice URI is the network address to the Service Provider’s gateway for voice service.




The default value is False.







				NPAC Customer LSMS Voice URI Indicator



				B



				(



				A Boolean that indicates whether the NPAC Customer supports Voice URI information from the NPAC SMS to their LSMS.  The Voice URI is the network address to the Service Provider’s gateway for voice service.




The default value is False.







				NPAC Customer SOA MMS URI Indicator



				B



				(



				A Boolean that indicates whether the NPAC Customer supports MMS URI information from the NPAC SMS to their SOA.  The MMS URI is the network address to the Service Provider’s gateway for multi-media messaging service.




The default value is False.







				NPAC Customer LSMS MMS URI Indicator



				B



				(



				A Boolean that indicates whether the NPAC Customer supports MMS URI information from the NPAC SMS to their LSMS.  The MMS URI is the network address to the Service Provider’s gateway for multi-media messaging service.




The default value is False.







				NPAC Customer SOA PoC URI Indicator



				B



				(



				A Boolean that indicates whether the NPAC Customer supports PoC URI information from the NPAC SMS to their SOA.  The PoC URI is the network address to the Service Provider’s gateway for Push-To-Talk over Cellular service.




The default value is False.












				NPAC Customer LSMS PoC URI Indicator



				B



				(



				A Boolean that indicates whether the NPAC Customer supports PoC URI information from the NPAC SMS to their LSMS.  The PoC URI is the network address to the Service Provider’s gateway for Push-To-Talk over Cellular service.




The default value is False.







				NPAC Customer SOA Presence URI Indicator



				B



				(



				A Boolean that indicates whether the NPAC Customer supports Presence URI information from the NPAC SMS to their SOA.  The Presence URI is the network address to the Service Provider’s gateway for IMS service (IP Multimedia Subsystem), an interactive session of real-time communication-centric services.




The default value is False.







				NPAC Customer LSMS Presence URI Indicator



				B



				(



				A Boolean that indicates whether the NPAC Customer supports Presence URI information from the NPAC SMS to their LSMS.  The Presence URI is the network address to the Service Provider’s gateway for IMS service (IP Multimedia Subsystem), an interactive session of real-time communication-centric services.




The default value is False.







				[snip]



				



				



				











Table 3-2 NPAC Customer Data Model




				Subscription Version Data MODEL







				Attribute Name



				Type (Size)



				Required



				Description







				[snip]



				



				



				







				Voice URI



				C (255)



				



				Voice URI for Subscription Version.




This field may only be specified if the service provider SOA supports Voice URI.  The Voice URI is the network address to the Service Provider’s gateway for voice service.







				MMS URI



				C (255)



				



				MMS URI for Subscription Version.




This field may only be specified if the service provider SOA supports MMS URI.  The MMS URI is the network address to the Service Provider’s gateway for multi-media messaging service.







				PoC URI



				C (255)



				



				PoC URI for Subscription Version.




This field may only be specified if the service provider SOA supports PoC URI.  The PoC URI is the network address to the Service Provider’s gateway for Push-To-Talk over Cellular service.







				Presence URI



				C (255)



				



				Presence URI for Subscription Version.




This field may only be specified if the service provider SOA supports Presence URI.  The Presence URI is the network address to the Service Provider’s gateway for IMS service (IP Multimedia Subsystem), an interactive session of real-time communication-centric services.







				[snip]



				



				



				











Table 3‑6 Subscription Version Data Model




				number pooling block hoder information Data MODEL







				Attribute Name



				Type (Size)



				Required



				Description







				[snip]



				



				



				







				Voice URI



				C (255)



				



				Voice URI for Number Pool Block.




This field may only be specified if the service provider SOA supports Voice URI.  The Voice URI is the network address to the Service Provider’s gateway for voice service.







				MMS URI



				C (255)



				



				MMS URI for Number Pool Block.




This field may only be specified if the service provider SOA supports MMS URI.  The MMS URI is the network address to the Service Provider’s gateway for multi-media messaging service.







				PoC URI



				C (255)



				



				PoC URI for Number Pool Block.




This field may only be specified if the service provider SOA supports PoC URI.  The PoC URI is the network address to the Service Provider’s gateway for Push-To-Talk over Cellular service.







				Presence URI



				C (255)



				



				Presence URI for Number Pool Block.




This field may only be specified if the service provider SOA supports Presence URI.  The Presence URI is the network address to the Service Provider’s gateway for IMS service (IP Multimedia Subsystem), an interactive session of real-time communication-centric services.







				[snip]



				



				



				











Table 3‑8 Number Pooling Block Holder Information Data Model




R3-7.2 
Administer Mass update on one or more selected Subscription Versions




NPAC SMS shall allow NPAC personnel to specify a mass update action to be applied against all Subscription Versions selected (except for Subscription Versions with a status of old, partial failure, sending, disconnect pending or canceled) for LRN, DPC values, SSN values, Voice URI (if the requesting SOA supports Voice URI data), MMS URI (if the requesting SOA supports MMS URI data), PoC URI (if the requesting SOA supports PoC URI data), Presence URI (if the requesting SOA supports Presence URI data), Billing ID, End User Location Type or End User Location Value.




RR3-210
Block Holder Information Mass Update – Update Fields




NPAC SMS shall allow NPAC Personnel, via a mass update, to update the block holder default routing information (LRN, DPC(s), and SSN(s), Voice URI (if the requesting SOA supports Voice URI data), MMS URI (if the requesting SOA supports MMS URI data), PoC URI (if the requesting SOA supports PoC URI data), Presence URI (if the requesting SOA supports Presence URI data)), for a 1K Block as stored in the NPAC SMS.  (Previously B-762)




R3‑8
Off-line batch updates for Local SMS Disaster Recovery




NPAC SMS shall support an off‑line batch download (via 4mm DAT tape and FTP file download) to mass update Local SMSs with Subscription Versions, NPA-NXX-X Information, Number Pool Block and Service Provider Network data.




The contents of the batch download are:




· Subscriber data:




· [snip]




· Voice URI (for Local SMSs that support Voice URI data)




· MMS URI (for Local SMSs that support MMS URI)




· PoC URI (for Local SMSs that support PoC URI)




· Presence URI (for Local SMSs that support Presence URI data)




· [snip]




· Block Data




· [snip]




· Voice URI (for Local SMSs that support Voice URI data)




· MMS URI, (for Local SMSs that support MMS)




· PoC URI, (for Local SMSs that support PoC URI data)




· Presence URI (for Local SMSs that support Presence URI data)




· [snip]




RR3-79.1
Number Pool NPA-NXX-X Holder Information – Routing Data Field Level Validation




NPAC SMS shall perform field-level data validations to ensure that the value formats for the following input data, are valid according to the formats specified in the Block Data Model upon Block creation scheduling for a Number Pool, or when re-scheduling a Block Create Event:  (Previously N-75.1).




[snip]




Voice URI (if supported by the Block Holder SOA)




MMS URI (if supported by the Block Holder SOA)




PoC URI (if supported by the Block Holder SOA)




Voice URI, MMS URI, PoC URI, Presence URI (if supported by the Block Holder SOA)




RR3-149
 Addition of Number Pooling Block Holder Information – Field-level Data Validation



NPAC SMS shall perform field-level data validations to ensure that the value formats for the following input data, is valid according to the formats specified in the Subscription Version Data Model upon Block creation for a Number Pool:  (Previously B-250)




[snip]




Voice URI (if supported by the Block Holder SOA)




MMS URI (if supported by the Block Holder SOA)




PoC URI (if supported by the Block Holder SOA)




Presence URI (if supported by the Block Holder SOA)




RR3-157
Modification of Number Pooling Block Holder Information – Routing Data




NPAC SMS shall allow NPAC personnel, Service Provider via the SOA to NPAC SMS Interface, or Service Provider via the NPAC SOA Low-tech Interface, to modify the block holder default routing information (LRN, DPC(s), and SSN(s)), and Voice URI/MMS URI/PoC URI/Presence URI fields (if supported by the Block Holder SOA), for a 1K Block as stored in the NPAC SMS.  (Previously B-320)




R4-8
Service Provider Data Elements



NPAC SMS shall require the following data if there is no existing Service Provider data:




[snip]




NPAC Customer SOA Voice URI Indicator




NPAC Customer LSMS Voice URI Indicator




NPAC Customer SOA MMS URI Support Indicator




NPAC Customer LSMS MMS URI Support Indicator




NPAC Customer SOA PoC URI Support Indicator




NPAC Customer LSMS PoC URI Support Indicator




NPAC Customer SOA Presence URI Support Indicator




NPAC Customer LSMS Presence URI Support Indicator




R5‑16
Create Subscription Version - New Service Provider Optional input data




NPAC SMS shall accept the following optional fields from NPAC personnel or the new Service Provider upon Subscription Version creation for an Inter-Service Provider port:




· [snip]




· Voice URI (if supported by the Service Provider SOA)




· MMS URI (if supported by the Service Provider SOA)




· PoC URI (if supported by the Service Provider SOA)




· Presence URI (if supported by the Service Provider SOA)




R5‑18.1
Create Subscription Version - Field-level Data Validation




NPAC SMS shall perform field-level data validations to ensure that the value formats for the following input data, if supplied, is valid according to the formats specified in Table 3-6 upon Subscription Version creation for an Inter-Service Provider port:




· [snip]




· Voice URI (if supported by the Service Provider SOA)




· MMS URI (if supported by the Service Provider SOA)




· PoC URI (if supported by the Service Provider SOA)




· Presence URI (if supported by the Service Provider SOA)




RR5-5
Create “Intra-Service Provider Port” Subscription Version - Current Service Provider Optional Input Data




NPAC SMS shall accept the following optional fields from the NPAC personnel or the Current Service Provider upon a Subscription Version Creation for an Intra-Service Provider port:




· [snip]




· Voice URI (if supported by the Service Provider SOA)




· MMS URI (if supported by the Service Provider SOA)




· PoC URI (if supported by the Service Provider SOA)




· Presence URI (if supported by the Service Provider SOA)




RR5-6.1
Create “Intra-Service Provider Port” Subscription Version - Field-level Data Validation




NPAC SMS shall perform field-level data validations to ensure that the value formats for the following input data, if supplied, is valid according to the formats specified in Table 3-6 upon Subscription Version creation for an Intra-Service Provider port:




· [snip]




· Voice URI (if supported by the Service Provider SOA)




· MMS URI (if supported by the Service Provider SOA)




· PoC URI (if supported by the Service Provider SOA)




· Presence URI (if supported by the Service Provider SOA)




R5‑27.1
Modify Subscription Version - New Service Provider Data Values




NPAC SMS shall allow the following data to be modified in a pending or conflict Subscription Version for an Inter-Service Provider or Intra-Service Provider port by the new/current Service Provider or NPAC personnel:




· [snip]




· Voice URI (if supported by the Service Provider SOA)




· MMS URI (if supported by the Service Provider SOA)




· PoC URI (if supported by the Service Provider SOA)




· Presence URI (if supported by the Service Provider SOA)




R5‑28
Modify Subscription Version - New Service Provider Optional input data.




NPAC SMS shall accept the following optional fields from the NPAC personnel or the new Service Provider upon modification of a pending or conflict Subscription version:




· [snip]




· Voice URI (if supported by the Service Provider SOA)




· MMS URI (if supported by the Service Provider SOA)




· PoC URI (if supported by the Service Provider SOA)




· Presence URI (if supported by the Service Provider SOA)




R5‑29.1
Modify Subscription Version - Field-level Data Validation




NPAC SMS shall perform field-level data validations to ensure that the value formats for the following input data, if supplied, is valid according to the formats specified in Table 3-6 upon Subscription Version modification.




· [snip]




· Voice URI (if supported by the Service Provider SOA)




· MMS URI (if supported by the Service Provider SOA)




· PoC URI (if supported by the Service Provider SOA)




· Presence URI (if supported by the Service Provider SOA)




R5‑36
Modify Active Subscription Version - Input Data




NPAC SMS shall allow the following data to be modified for an active Subscription Version:




· [snip]




· Voice URI (if supported by the Service Provider SOA)




· MMS URI (if supported by the Service Provider SOA)




· PoC URI (if supported by the Service Provider SOA)




· Presence URI (if supported by the Service Provider SOA)




R5‑37
Active Subscription Version - New Service Provider Optional input data.




NPAC SMS shall accept the following optional fields from the new Service Provider or NPAC personnel for an active Subscription Version to be modified:




· [snip]




· Voice URI (if supported by the Service Provider SOA)




· MMS URI (if supported by the Service Provider SOA)




· PoC URI (if supported by the Service Provider SOA)




· Presence URI (if supported by the Service Provider SOA)




R5‑38.1
Modify Active Subscription Version - Field-level Data Validation




NPAC SMS shall perform field-level data validations to ensure that the value formats for the following input data, if supplied, is valid according to the formats specified in Table 3-6 upon Subscription Version modification of an active version:




· [snip]




· Voice URI (if supported by the Service Provider SOA)




· MMS URI (if supported by the Service Provider SOA)




· PoC URI (if supported by the Service Provider SOA)




· Presence URI (if supported by the Service Provider SOA)




R5-74.3
Query Subscription Version - Output Data




NPAC SMS shall return the following output data for a Subscription Version query request initiated by NPAC personnel or a SOA to NPAC SMS interface user:




· [snip]




· Voice URI (if supported by the Service Provider SOA)




· MMS URI (if supported by the Service Provider SOA)




· PoC URI (if supported by the Service Provider SOA)




· Presence URI (if supported by the Service Provider SOA)




R5-74.4
Query Subscription Version - Output Data




NPAC SMS shall return the following output data for a Subscription Version query request initiated over the NPAC SMS to Local SMS interface:




· [snip]




· Voice URI (if supported by the Service Provider LSMS)




· MMS URI (if supported by the Service Provider LSMS)




· PoC URI (if supported by the Service Provider LSMS)




· Presence URI (if supported by the Service Provider LSMS)




RR5-91
Addition of Number Pooling Subscription Version Information – Create “Pooled Number” Subscription Version




NPAC SMS shall automatically populate the following data upon Subscription Version creation for a Pooled Number port:  (Previously SV-20)




· [snip]




· Voice URI (Value set to same field as Block)




· MMS URI (Value set to same field as Block)




· PoC URI (Value set to same field as Block)




· Presence URI (Value set to same field as Block)




Req 1 – Service Provider SOA Voice URI Edit Flag Indicator




NPAC SMS shall provide a Service Provider SOA Voice URI Edit Flag Indicator tunable parameter which defines whether a SOA supports Voice URI.




Req 2 – Service Provider SOA Voice URI Edit Flag Indicator Default




NPAC SMS shall default the Service Provider SOA Voice URI Edit Flag Indicator tunable parameter to FALSE.




Req 3 – Service Provider SOA Voice URI Edit Flag Indicator Modification




NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to modify the Service Provider SOA Voice URI Edit Flag Indicator tunable parameter.



Req 4 – Service Provider LSMS Voice URI Edit Flag Indicator




NPAC SMS shall provide a Service Provider LSMS Voice URI Edit Flag Indicator tunable parameter which defines whether an LSMS supports Voice URI.




Req 5 – Service Provider LSMS Voice URI Edit Flag Indicator Default




NPAC SMS shall default the Service Provider LSMS Voice URI Edit Flag Indicator tunable parameter to FALSE.




Req 6 – Service Provider LSMS Voice URI Edit Flag Indicator Modification




NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to modify the Service Provider LSMS Voice URI Edit Flag Indicator tunable parameter.



Req 1.1 through 6.1 same as Req 1 through 6.  Replace “Voice URI” with “MMS URI”.




Req 1.2 through 6.2 same as Req 1 through 6.  Replace “Voice URI” with “PoC URI”.




Req 1.3 through 6.3 same as Req 1 through 6.  Replace “Voice URI” with “Presence URI”.



Req 7
Activate Subscription Version - Send Voice URI to Local SMSs




NPAC SMS shall, for a Service Provider that supports Voice URI, send the Voice URI attribute for an activated Inter or Intra-Service Provider Subscription Version port via the NPAC SMS to Local SMS Interface to the Local SMSs.



Req 7.1 same as Req 7.  Replace “Voice URI” with “MMS URI”.




Req 7.2 same as Req 7.  Replace “Voice URI” with “PoC URI”.




Req 7.3 same as Req 7.  Replace “Voice URI” with “Presence URI”.




Req 8
Activate Number Pool Block - Send Voice URI to Local SMSs




NPAC SMS shall, for a Service Provider that supports Voice URI, send the Voice URI attribute for an activated Number Pool Block via the NPAC SMS to Local SMS Interface to the Local SMSs.



Req 8.1 same as Req 8.  Replace “Voice URI” with “MMS URI”.




Req 8.2 same as Req 8.  Replace “Voice URI” with “PoC URI”.




Req 8.3 same as Req 8.  Replace “Voice URI” with “Presence URI”.




Req 9
Audit for Support of Voice URI




NPAC SMS shall audit the Voice URI attribute as part of a full audit scope, only when a Service Provider’s LSMS supports Voice URI.



Req 9.1 same as Req 9.  Replace “Voice URI” with “MMS URI”.




Req 9.2 same as Req 9.  Replace “Voice URI” with “PoC URI”.




Req 9.3 same as Req 9.  Replace “Voice URI” with “Presence URI”.




Appendix B – Glossary




URI – Uniform Resource Identifier




Appendix E – Bulk Data Download File Examples.




NOTE:  If a Service Provider supports Voice URI, MMS URI, PoC URI, or Presence URI, the format of the Bulk Data Download file will contain delimiters for all four attributes.




				Explanation of the fields in the subscription download file







				Field Number



				Field Name



				Value in Example







				1



				Version Id 



				0000000001







				[snip]



				



				







				999



				Voice URI



				Not present if LSMS or SOA does not support the Voice URI as shown in this example.  If it were present the value would be as defined in the SV Data Model.







				999



				MMS URI



				Not present if LSMS or SOA does not support the MMS URI as shown in this example.  If it were present the value would be as defined in the SV Data Model.







				999



				PoC URI



				Not present if LSMS or SOA does not support the PoC URI as shown in this example.  If it were present the value would be as defined in the SV Data Model.







				999



				Presence URI



				Not present if LSMS or SOA does not support the Presence URI as shown in this example.  If it were present the value would be as defined in the SV Data Model.







				



				



				











Table E- 1 -- Explanation of the Fields in The Subscription Download File




				Explanation of the fields in the Block download file







				Field Number



				Field Name



				Value in Example







				1



				Block  Id 



				1







				[snip]



				



				







				999



				Voice URI



				Not present if LSMS or SOA does not support the Voice URI as shown in this example.  If it were present the value would be as defined in the SV Data Model.







				999



				MMS URI



				Not present if LSMS or SOA does not support the MMS URI as shown in this example.  If it were present the value would be as defined in the SV Data Model.







				999



				PoC URI



				Not present if LSMS or SOA does not support the PoC URI as shown in this example.  If it were present the value would be as defined in the SV Data Model.







				999



				Presence URI



				Not present if LSMS or SOA does not support the Presence URI as shown in this example.  If it were present the value would be as defined in the SV Data Model.







				



				



				











Table E- 6 -- Explanation of the Fields in The Subscription Download File




IIS




Addition to the current IIS flow descriptions that relate to SV and NPB attributes.




Flow B.4.4.1 – Number Pool Block Create/Activate by SOA




Flow B.4.4.2 – Number Pool Block Create by NPAC SMS




Flow B.4.4.12 – Number Pool Block Modify by NPAC SMS




Flow B.4.4.13 – Number Pool Block Modify by Block Holder SOA




If the “SOA Supports Voice URI Indicator” is set in the service provider’s profile on the NPAC SMS, the following attributes may optionally be included:




Voice URI



If the “SOA Supports MMS URI Indicator” is set in the service provider’s profile on the NPAC SMS, the following attributes may optionally be included:




MMS URI



If the “SOA Supports PoC URI Indicator” is set in the service provider’s profile on the NPAC SMS, the following attributes may optionally be included:




PoC URI



If the “SOA Supports Presence URI Indicator” is set in the service provider’s profile on the NPAC SMS, the following attributes may optionally be included:




Presence URI



Flow B.5.1.2 – Subscription Version Create by the Initial SOA (New Service Provider)




Flow B.5.1.3 – Subscription Version Create by Second SOA (New Service Provider)




Flow B.5.1.11 – Subscription Version Create for Intra-Service Provider Port




[snip]




The following items may optionally be provided unless subscriptionPortingToOriginal-SP is true:




[snip]




Voice URI – if supported by the Service Provider SOA




MMS URI – if supported by the Service Provider SOA




PoC URI – if supported by the Service Provider SOA




Presence URI – if supported by the Service Provider SOA




Flow B.5.2.1 – Subscription Version Modify Active Version Using M-ACTION by a Service Provider SOA




Flow B.5.2.3 – Subscription Version Modify Prior to Activate Using M-ACTION




Flow B.5.2.4 – Subscription Version Modify Prior to Activate Using M-SET




[snip]




The current service provider can only modify the following attributes:




[snip]




Voice URI – if supported by the Service Provider SOA




MMS URI – if supported by the Service Provider SOA




PoC URI – if supported by the Service Provider SOA




Presence URI – if supported by the Service Provider SOA




Flow B.5.6 – Subscription Version Query




[snip]




The query return data includes:




[snip]




Voice URI – if supported by the Service Provider (SOA, LSMS)




MMS URI – if supported by the Service Provider (SOA, LSMS)




PoC URI – if supported by the Service Provider (SOA, LSMS)




Presence URI – if supported by the Service Provider (SOA, LSMS)




GDMO:




Note – the GDMO shown below is the same that is contained in NANC 399.  For NANC 400, the references for SV Type are not needed, but are shown for continuity purposes.  For both NANC 399 and NANC 400, the OptionalData references are identical.




-- 20.0 LNP subscription Version Managed Object Class




subscriptionVersion MANAGED OBJECT CLASS




    DERIVED FROM "CCITT Rec. X.721 (1992) | ISO/IEC 10165-2 : 1992":top;




    CHARACTERIZED BY




        subscriptionVersionPkg;




    CONDITIONAL PACKAGES




        subscriptionWSMSC-DataPkg PRESENT IF




            !the service provider is supporting WSMSC information!,




        subscriptionSvTypePkg PRESENT IF




            !the service provider is supporting SV type!,




        subscriptionOptionalDataPkg PRESENT IF




            !the service provider is supporting additional optional data!;




    REGISTERED AS {LNP-OIDS.lnp-objectClass 20};




-- 29.0 Number Pool Block Data Managed Object Class




--




numberPoolBlock MANAGED OBJECT CLASS




    DERIVED FROM "CCITT Rec. X.721 (1992) | ISO/IEC 10165-2 : 1992":top;




    CHARACTERIZED BY




        numberPoolBlock-Pkg;




    CONDITIONAL PACKAGES




        numberPoolBlockWSMSC-DataPkg PRESENT IF




            !the service provider is supporting WSMSC information!,




        numberPoolBlockSvTypePkg PRESENT IF




            !the service provider is supporting number pool block type!,




        numberPoolBlockOptionalDataPkg PRESENT IF




            !the service provider is supporting additional optional information!;




    REGISTERED AS {LNP-OIDS.lnp-objectClass 29};




subscriptionVersionNPAC-Behavior BEHAVIOUR




…




     new service provider SOAs can only modify the following attributes:




        subscriptionLRN




        subscriptionNewSP-DueDate




        subscriptionCLASS-DPC




        subscriptionCLASS-SSN




        subscriptionLIDB-DPC




        subscriptionLIDB-SSN




        subscriptionCNAM-DPC




        subscriptionCNAM-SSN




        subscriptionISVM-DPC




        subscriptionISVM-SSN




        subscriptionWSMSC-DPC




        subscriptionWSMSC-SSN




        subscriptionEndUserLocationValue




        subscriptionEndUserLocationType




        subscriptionBillingId




        subscriptionSvType




        subscriptionOptionalData…




numberPoolBlockNPAC-Behavior BEHAVIOUR




…




        The object creation notification will be sent to the SOA once the




        number pool block object has been created on the NPAC SMS,




        if the SOA-origination flag is true, and contain the following




        attributes:




           numberPoolBlockId




           numberPoolBlockNPA-NXX-X




           numberPoolBlockHolderSPID




           numberPoolBlockSOA-Origination




           numberPoolBlockCreationTimeStamp




           numberPoolBlockStatus




           numberPoolBlockLRN




           numberPoolBlockCLASS-DPC




           numberPoolBlockCLASS-SSN




           numberPoolBlockLIDB-DPC




           numberPoolBlockLIDB-SSN




           numberPoolBlockCNAM-DPC




           numberPoolBlockCNAM-SSN




           numberPoolBlockISVM-DPC




           numberPoolBlockISVM-SSN




           numberPoolBlockWSMSC-DPC (OPTIONAL)




           numberPoolBlockWSMSC-SSN (OPTIONAL)




           numberPoolBlockType (OPTIONAL)




           numberPoolBlockOptionalData (OPTIONAL)



--




         The attribute value change notification will be sent out to the SOA,




         if the SOA-origination flag is true, when any of the following




         attributes change:




           numberPoolBlockSOA-Origination




           numberPoolBlockLRN




           numberPoolBlockCLASS-DPC




           numberPoolBlockCLASS-SSN




           numberPoolBlockLIDB-DPC




           numberPoolBlockLIDB-SSN




           numberPoolBlockCNAM-DPC




           numberPoolBlockCNAM-SSN




           numberPoolBlockISVM-DPC




           numberPoolBlockISVM-SSN




           numberPoolBlockWSMSC-DPC (OPTIONAL)




           numberPoolBlockWSMSC-SSN (OPTIONAL)




           numberPoolBlockType (OPTIONAL)




           numberPoolBlockOptionalData (OPTIONAL)



-- 149.0 Subscription Version SV Type




--




subscriptionSvType ATTRIBUTE




    WITH ATTRIBUTE SYNTAX LNP-ASN1.SVType;




    MATCHES FOR EQUALITY, ORDERING;




    BEHAVIOUR subscriptionSvTypeBehavior;




    REGISTERED AS {LNP-OIDS.lnp-attribute 149};




subscriptionSvTypeBehavior BEHAVIOUR




    DEFINED AS !




        This attribute is used to specify the subscription version




        type.






The possible values are:







0 : wireline







1 : wireless







2 : VoIP







3 : VoWiFi







4 : NPB Type 4







5 : NPB Type 5







6 : NPB Type 6




!;  




--




-- 150.0 Subscription Optional Data




--




subscriptionOptionalData ATTRIBUTE




    WITH ATTRIBUTE SYNTAX LNP-ASN1.OptionalData;




    MATCHES FOR EQUALITY;




    BEHAVIOUR subscriptionOptionalDataBehavior;




    REGISTERED AS {LNP-OIDS.lnp-attribute 150};




subscriptionOptionalDataBehavior BEHAVIOUR




    DEFINED AS !




        This attribute is used to specify the optional data




        for the SV blocks.




        This attribute is an XML string defined by the




        XML schema in section 7.4 of the IIS.




!;  




--




-- 151.0 Number Pool Block Type




--




numberPoolBlockType ATTRIBUTE




    WITH ATTRIBUTE SYNTAX LNP-ASN1.SVType;




    MATCHES FOR EQUALITY, ORDERING;




    BEHAVIOUR numberPoolBlockTypeBehavior;




    REGISTERED AS {LNP-OIDS.lnp-attribute 151};




numberPoolBlockTypeBehavior BEHAVIOUR




    DEFINED AS !




        This attribute is used to specify the number pool block




        type.






The possible values are:







0 : wireline







1 : wireless







2 : VoIP







3 : VoWiFi







4 : NPB Type 4







5 : NPB Type 5







6 : NPB Type 6




!;  




--




-- 152.0 Number Pool Block Optional Data




--




numberPoolBlockOptionalData ATTRIBUTE




    WITH ATTRIBUTE SYNTAX LNP-ASN1.OptionalData;




    MATCHES FOR EQUALITY;




    BEHAVIOUR numberPoolBlockOptionalDataBehavior;




    REGISTERED AS {LNP-OIDS.lnp-attribute 152};




numberPoolBlockOptionalDataBehavior BEHAVIOUR




    DEFINED AS !




        This attribute is used to specify the optional data




        for the Number Pool blocks.




        This attribute is an XML string defined by the




        XML schema in section 7.4 of the IIS.




!;  




-- 44.0 LNP Subscription Version SV Type Package




subscriptionSvTypePkg PACKAGE




    BEHAVIOUR subscriptionSvTypePkgBehavior;




    ATTRIBUTES




        subscriptionSvType GET-REPLACE;




    REGISTERED AS {LNP-OIDS.lnp-package 44};




subscriptionSvTypePkgBehavior BEHAVIOUR




    DEFINED AS !




        This package provides for conditionally including the




        SV Type.




    !;




-- 45.0 LNP Subscription Version Optional Data Package




subscriptionOptionalDataPkg PACKAGE




    BEHAVIOUR subscriptionOptionalDataPkgBehavior;




    ATTRIBUTES




        subscriptionOptionalData GET-REPLACE;




    REGISTERED AS {LNP-OIDS.lnp-package 45};




subscriptionOptionalDataPkgBehavior BEHAVIOUR




    DEFINED AS !




        This package provides for conditionally including the




        additional optional data.




    !;




-- 46.0 LNP Number Pool Block SV Type Package




numberPoolBlockSvTypePkg PACKAGE




    BEHAVIOUR numberPoolBlockSvTypePkg;




    ATTRIBUTES




        numberPoolBlockType GET-REPLACE;




    REGISTERED AS {LNP-OIDS.lnp-package 46};




numberPoolBlockSvTypePkgBehavior BEHAVIOUR




    DEFINED AS !




        This package provides for conditionally including the




        Number Pool Block SV Type.




    !;




-- 47.0 LNP Number Pool Block Optional Data Package




numberPoolBlockOptionalDataPkg PACKAGE




    BEHAVIOUR numberPoolBlockOptionalDataPkgBehavior;




    ATTRIBUTES




        numberPoolBlockOptionalData GET-REPLACE;




    REGISTERED AS {LNP-OIDS.lnp-package 47};




numberPoolBlockOptionalDataPkgBehavior BEHAVIOUR




    DEFINED AS !




        This package provides for conditionally including the




        Number Pool Block additional optional data.




    !;




subscriptionVersionModifyBehavior BEHAVIOUR




…




New service providers may specify modified valid values for the




        following attributes, when the service provider's "SOA Sv Type




        Data" indicator is TRUE, and may NOT specify these values when the




        indicator is set to FALSE:






subscriptionSvType






New service providers may specify modified valid values for the




        following attributes, when the service provider's "SOA Optional 




        Data" indicator is TRUE, and may NOT specify these values when the




        indicator is set to FALSE:






subscriptionOptionalData…




New service providers may specify modified valid values for the




        following attributes, when the service provider's "SOA Sv Type




        Data" indicator is TRUE, and may NOT specify these values when the




        indicator is set to FALSE:






subscriptionSvType






New service providers may specify modified valid values for the




        following attributes, when the service provider's "SOA Optional




        Data" indicator is TRUE, and may NOT specify these values when the




        indicator is set to FALSE:






subscriptionOptionalData…




subscriptionVersionNewSP-CreateBehavior BEHAVIOUR




…




New service providers may specify modified valid values for the




        following attributes, when the service provider's "SOA Sv Type




        Data" indicator is TRUE, and may NOT specify these values when the




        indicator is set to FALSE:






subscriptionSvType






New service providers may specify modified valid values for the




        following attributes, when the service provider's "SOA Optional




        Data" indicator is TRUE, and may NOT specify these values when the




        indicator is set to FALSE:






subscriptionOptionalData…




numberPoolBlock-CreateBehavior BEHAVIOUR




…




if the SOA Sv/PoolBlock Type Data indicator is set in the service




        provider's profile, the following attributes must be provided:






numberPoolBlockType






if the SOA Optional Data indicator is set in the service




        provider's profile, the following attributes must be provided:






numberPoolBlockOptionalData…




ASN.1:




Note – the ASN.1 shown below is the same that is contained in NANC 399.  For NANC 400, the references for SV Type are not needed, but are shown for continuity purposes.  For both NANC 399 and NANC 400, the OptionalData references are identical.




SVType ::= ENUMERATED {




    wireline (0),





wireless (1),





voIP     (2),





voWiFi   (3),





SV Type 4 (4),





SV Type 5 (5),





SV Type 6 (6)




}




OptionalData ::= GraphicString




BlockDownloadData ::= SET OF SEQUENCE {




    block-id [0] BlockId,




    block-npa-nxx-x [1] NPA-NXX-X OPTIONAL,




    block-holder-sp [2] ServiceProvId OPTIONAL,




    block-activation-timestamp [3] GeneralizedTime OPTIONAL,




    block-lrn [4] LRN OPTIONAL,




    block-class-dpc [5] EXPLICIT DPC OPTIONAL,




    block-class-ssn [6] EXPLICIT SSN OPTIONAL,




    block-lidb-dpc [7] EXPLICIT DPC OPTIONAL,




    block-lidb-ssn [8] EXPLICIT SSN OPTIONAL,




    block-isvm-dpc [9] EXPLICIT DPC OPTIONAL,




    block-isvm-ssn [10] EXPLICIT SSN OPTIONAL,




    block-cnam-dpc [11] EXPLICIT DPC OPTIONAL,




    block-cnam-ssn [12] EXPLICIT SSN OPTIONAL,




    block-download-reason [13] DownloadReason,




    block-wsmsc-dpc [14] EXPLICIT DPC OPTIONAL,




    block-wsmsc-ssn [15] EXPLICIT SSN OPTIONAL,




    block-sv-type [16] EXPLICIT  SVType OPTIONAL,




     block-optional-data [17] EXPLICIT OptionalData OPTIONAL





}




MismatchAttributes ::= SEQUENCE {




    seq0 [0] SEQUENCE {




        lsms-subscriptionLRN LRN,




        npac-subscriptionLRN LRN




    } OPTIONAL,




    seq1 [1] SEQUENCE {




        lsms-subscriptionNewCurrentSP ServiceProvId,




        npac-subscriptionNewCurrentSP ServiceProvId




    } OPTIONAL,




    seq2 [2] SEQUENCE {




        lsms-subscriptionActivationTimeStamp GeneralizedTime,




        npac-subscriptionActivationTimeStamp GeneralizedTime




    } OPTIONAL,




    seq3 [3] SEQUENCE {




        lsms-subscriptionCLASS-DPC DPC,




        npac-subscriptionCLASS-DPC DPC




    } OPTIONAL,




    seq4 [4] SEQUENCE {




        lsms-subscriptionCLASS-SSN SSN,




        npac-subscriptionCLASS-SSN SSN




    } OPTIONAL,




    seq5 [5] SEQUENCE {




        lsms-subscriptionLIDB-DPC DPC,




        npac-subscriptionLIDB-DPC DPC




    } OPTIONAL,




    seq6 [6] SEQUENCE {




        lsms-subscriptionLIDB-SSN SSN,




        npac-subscriptionLIDB-SSN SSN




    } OPTIONAL,




    seq7 [7] SEQUENCE {




        lsms-subscriptionISVM-DPC DPC,




        npac-subscriptionISVM-DPC DPC




    } OPTIONAL,




    seq8 [8] SEQUENCE {




        lsms-subscriptionISVM-SSN SSN,




        npac-subscriptionISVM-SSN SSN




    } OPTIONAL,




    seq9 [9] SEQUENCE {




        lsms-subscriptionCNAM-DPC DPC,




        npac-subscriptionCNAM-DPC DPC




    } OPTIONAL,




    seq10 [10] SEQUENCE {




        lsms-subscriptionCNAM-SSN SSN,




        npac-subscriptionCNAM-SSN SSN




    } OPTIONAL,




    seq11 [11] SEQUENCE {




        lsms-subscriptionEndUserLocationValue EndUserLocationValue,




        npac-subscriptionEndUserLocationValue EndUserLocationValue




    } OPTIONAL,




    seq12 [12] SEQUENCE {




        lsms-subscriptionEndUserLocationType EndUserLocationType,




        npac-subscriptionEndUserLocationType EndUserLocationType




    } OPTIONAL,




    seq13 [13] SEQUENCE {




        lsms-subscriptionBillingId BillingId,




        npac-subscriptionBillingId BillingId




    } OPTIONAL,




    seq14 [14] SEQUENCE {




        lsms-subscriptionLNPType LNPType,




        npac-subscriptionLNPType LNPType




    } OPTIONAL,




    seq15 [15] SEQUENCE {




        lsms-subscriptionWSMSC-DPC DPC,




        npac-subscriptionWSMSC-DPC DPC




    } OPTIONAL,




    seq16 [16] SEQUENCE {




        lsms-subscriptionWSMSC-SSN SSN,




        npac-subscriptionWSMSC-SSN SSN




    } OPTIONAL,




    seq17 [17] SEQUENCE {




        lsms-sv-type SVType,




        npac-sv-type SVType




    } OPTIONAL,




    seq18 [18] SEQUENCE {




        lsms-optional-data OptionalData,




        npac-optional-data OptionalData




    } OPTIONAL




}   




NewSP-CreateData ::= SEQUENCE {




    chc1 [0] EXPLICIT CHOICE {




        subscription-version-tn [0] PhoneNumber,




        subscription-version-tn-range [1] TN-Range




    },




    subscription-lrn [1] LRN OPTIONAL,




    subscription-new-current-sp [2] ServiceProvId,




    subscription-old-sp [3] ServiceProvId,




    subscription-new-sp-due-date [4] GeneralizedTime,




    subscription-class-dpc [6] EXPLICIT DPC OPTIONAL,




    subscription-class-ssn [7] EXPLICIT SSN OPTIONAL,




    subscription-lidb-dpc [8] EXPLICIT DPC OPTIONAL,




    subscription-lidb-ssn [9] EXPLICIT SSN OPTIONAL,




    subscription-isvm-dpc [10] EXPLICIT DPC OPTIONAL,




    subscription-isvm-ssn [11] EXPLICIT SSN OPTIONAL,




    subscription-cnam-dpc [12] EXPLICIT DPC OPTIONAL,




    subscription-cnam-ssn [13] EXPLICIT SSN OPTIONAL,




    subscription-end-user-location-value [14]




        EndUserLocationValue OPTIONAL,




    subscription-end-user-location-type [15] EndUserLocationType OPTIONAL,




    subscription-billing-id [16] BillingId OPTIONAL,




    subscription-lnp-type [17] LNPType,




    subscription-porting-to-original-sp-switch [18]




        SubscriptionPortingToOriginal-SPSwitch,




    subscription-wsmsc-dpc [19] EXPLICIT DPC OPTIONAL,




    subscription-wsmsc-ssn [20] EXPLICIT SSN OPTIONAL,




    subscription-sv-type       [21] EXPLICIT  SVType OPTIONAL,




    subscription-optional-data [22] EXPLICIT OptionalData OPTIONAL




}




NewSP-CreateInvalidData ::= CHOICE {




    subscription-version-tn [0] EXPLICIT PhoneNumber,




    subscription-version-tn-range [1] EXPLICIT TN-Range,




    subscription-lrn [2] EXPLICIT LRN,




    subscription-new-current-sp [3] EXPLICIT ServiceProvId,




    subscription-old-sp [4] EXPLICIT ServiceProvId,




    subscription-new-sp-due-date [5] EXPLICIT GeneralizedTime,




    subscription-class-dpc [6] EXPLICIT DPC,




    subscription-class-ssn [7] EXPLICIT SSN,




    subscription-lidb-dpc [8] EXPLICIT DPC,




    subscription-lidb-ssn [9] EXPLICIT SSN,




    subscription-isvm-dpc [10] EXPLICIT DPC,




    subscription-isvm-ssn [11] EXPLICIT SSN,




    subscription-cnam-dpc [12] EXPLICIT DPC,




    subscription-cnam-ssn [13] EXPLICIT SSN,




    subscription-end-user-location-value [14] EXPLICIT EndUserLocationValue,




    subscription-end-user-location-type [15] EXPLICIT EndUserLocationType,




    subscription-billing-id [16] EXPLICIT BillingId,




    subscription-lnp-type [17] EXPLICIT LNPType,




    subscription-porting-to-original-sp-switch [18]




       EXPLICIT SubscriptionPortingToOriginal-SPSwitch,




    subscription-wsmsc-dpc [19] EXPLICIT DPC,




    subscription-wsmsc-ssn [20] EXPLICIT SSN,




    subscription-sv-type      [21] EXPLICIT  SVType,




    subscription-optional-data [22] EXPLICIT OptionalData }




NumberPoolBlock-CreateAction ::= SEQUENCE {




    block-npa-nxx-x NPA-NXX-X,




    block-holder-sp ServiceProvId,




    block-lrn LRN,




    block-class-dpc DPC,




    block-class-ssn SSN,




    block-lidb-dpc DPC,




    block-lidb-ssn SSN,




    block-isvm-dpc DPC,




    block-isvm-ssn SSN,




    block-cnam-dpc DPC,




    block-cnam-ssn SSN,




    block-wsmsc-dpc [0] DPC OPTIONAL,




    block-wsmsc-ssn [1] SSN OPTIONAL,




    block-sv-type [2]  SVType OPTIONAL,




    block-optional-data [3] OptionalData OPTIONAL }




NumberPoolBlock-CreateInvalidData ::= CHOICE {




    block-npa-nxx-x    [0] EXPLICIT NPA-NXX-X,




    block-lrn          [1] EXPLICIT LRN,




    block-class-dpc    [2] EXPLICIT DPC,




    block-class-ssn    [3] EXPLICIT SSN,




    block-lidb-dpc     [4] EXPLICIT DPC,




    block-lidb-ssn     [5] EXPLICIT SSN,




    block-isvm-dpc     [6] EXPLICIT DPC,




    block-isvm-ssn     [7] EXPLICIT SSN,




    block-cnam-dpc     [8] EXPLICIT DPC,




    block-cnam-ssn     [9] EXPLICIT SSN,




    block-wsmsc-dpc    [10] EXPLICIT DPC,




    block-wsmsc-ssn    [11] EXPLICIT SSN




    block-sv-type      [12] EXPLICIT SVType,




    block-optional-data [13] EXPLICIT OptionalData }




SubscriptionData ::= SEQUENCE {




    subscription-lrn             [1] LRN OPTIONAL,




    subscription-new-current-sp  [2] ServiceProvId OPTIONAL,




    subscription-activation-timestamp 




                                 [3] GeneralizedTime OPTIONAL,




    subscription-class-dpc       [4] EXPLICIT DPC,




    subscription-class-ssn       [5] EXPLICIT SSN,




    subscription-lidb-dpc        [6] EXPLICIT DPC,




    subscription-lidb-ssn        [7] EXPLICIT SSN,




    subscription-isvm-dpc        [8] EXPLICIT DPC,




    subscription-isvm-ssn        [9] EXPLICIT SSN,




    subscription-cnam-dpc        [10] EXPLICIT DPC,




    subscription-cnam-ssn        [11] EXPLICIT SSN,




    subscription-end-user-location-value 




                                 [12] EndUserLocationValue OPTIONAL,




    subscription-end-user-location-type 




                                 [13] EndUserLocationType OPTIONAL,




    subscription-billing-id      [14] BillingId OPTIONAL,




    subscription-lnp-type        [15] LNPType,




    subscription-download-reason [16] DownloadReason,




    subscription-wsmsc-dpc       [17] EXPLICIT DPC OPTIONAL,




    subscription-wsmsc-ssn       [18] EXPLICIT SSN OPTIONAL,




    subscription-sv-type         [19] EXPLICIT SVType OPTIONAL,




    subscription-optional-data   [20] EXPLICIT OptionalData OPTIONAL }




SubscriptionModifyData ::= SEQUENCE {




    subscription-lrn [0] LRN OPTIONAL,




    subscription-new-sp-due-date [1] GeneralizedTime OPTIONAL,




    subscription-old-sp-due-date [2] GeneralizedTime OPTIONAL,




    subscription-old-sp-authorization [3] ServiceProvAuthorization OPTIONAL,




    subscription-class-dpc [4] EXPLICIT DPC OPTIONAL,




    subscription-class-ssn [5] EXPLICIT SSN OPTIONAL,




    subscription-lidb-dpc [6] EXPLICIT DPC OPTIONAL,




    subscription-lidb-ssn [7] EXPLICIT SSN OPTIONAL,




    subscription-isvm-dpc [8] EXPLICIT DPC OPTIONAL,




    subscription-isvm-ssn [9] EXPLICIT SSN OPTIONAL,




    subscription-cnam-dpc [10] EXPLICIT DPC OPTIONAL,




    subscription-cnam-ssn [11] EXPLICIT SSN OPTIONAL,




    subscription-end-user-location-value [12] EndUserLocationValue OPTIONAL,




    subscription-end-user-location-type [13] EndUserLocationType OPTIONAL,




    subscription-billing-id [14] BillingId OPTIONAL,




    subscription-status-change-cause-code [15]




        SubscriptionStatusChangeCauseCode OPTIONAL,




    subscription-wsmsc-dpc [16] EXPLICIT DPC OPTIONAL,




    subscription-wsmsc-ssn [17] EXPLICIT SSN OPTIONAL,




    subscription-customer-disconnect-date [18] GeneralizedTime OPTIONAL,




    subscription-effective-release-date [19] GeneralizedTime OPTIONAL,




    subscription-sv-type [20]  EXPLICIT SVType OPTIONAL,




    subscription-optional-data [21] EXPLICIT OptionalData OPTIONAL }




SubscriptionModifyInvalidData ::= CHOICE {




    subscription-lrn [0] EXPLICIT LRN,




    subscription-new-sp-due-date [1] EXPLICIT GeneralizedTime,




    subscription-old-sp-due-date [2] EXPLICIT GeneralizedTime,




    subscription-old-sp-authorization [3] EXPLICIT ServiceProvAuthorization,




    subscription-class-dpc [4] EXPLICIT DPC,




    subscription-class-ssn [5] EXPLICIT SSN,




    subscription-lidb-dpc [6] EXPLICIT DPC,




    subscription-lidb-ssn [7] EXPLICIT SSN,




    subscription-isvm-dpc [8] EXPLICIT DPC,




    subscription-isvm-ssn [9] EXPLICIT SSN,




    subscription-cnam-dpc [10] EXPLICIT DPC,




    subscription-cnam-ssn [11] EXPLICIT SSN,




    subscription-end-user-location-value [12] EXPLICIT EndUserLocationValue,




    subscription-end-user-location-type [13] EXPLICIT EndUserLocationType,




    subscription-billing-id [14] EXPLICIT BillingId,




    subscription-status-change-cause-code [15]




          EXPLICIT SubscriptionStatusChangeCauseCode,




    subscription-wsmsc-dpc [16] EXPLICIT DPC,




    subscription-wsmsc-ssn [17] EXPLICIT SSN,




    subscription-customer-disconnect-date [18] EXPLICIT GeneralizedTime,




    subscription-effective-release-date [19] EXPLICIT GeneralizedTime,




    subscription-sv-type [20] EXPLICIT SVType,




    subscription-optional-data [21] EXPLICIT OptionalData}




XML:




Note – the XML shown below is the same for both NANC 399 and NANC 400.




<?xml version="1.0" encoding="UTF-8"?>




<xs:schema targetNamespace="urn:npac:lnp:opt-data:1.0" elementFormDefault="qualified" attributeFormDefault="unqualified" xmlns:xs="http://www.w3.org/2001/XMLSchema" xmlns="urn:npac:lnp:opt-data:1.0">




   <xs:simpleType name="SPID">




      <xs:restriction base="xs:string">




         <xs:length value="4"/>




      </xs:restriction>




   </xs:simpleType>




   <xs:simpleType name="Generic-URI">




      <xs:restriction base="xs:string">




         <xs:minLength value="1"/>




         <xs:maxLength value="255"/>




      </xs:restriction>




   </xs:simpleType>




   <xs:complexType name="OptionalData">




      <xs:sequence>




        <xs:element name="ALTSPID" type="SPID" nillable="true" minOccurs="0"/>




        <xs:element name="VOICEURI" type="Generic-URI" nillable="true" minOccurs="0"/>




        <xs:element name="MMSURI" type="Generic-URI" nillable="true" minOccurs="0"/>




        <xs:element name="POCURI" type="Generic-URI" nillable="true" minOccurs="0"/>




        <xs:element name="PRESURI" type="Generic-URI" nillable="true" minOccurs="0"/>




      </xs:sequence>




   </xs:complexType>




   <xs:element name="OptionalData" type="OptionalData"/>




</xs:schema>



� Meaning any service provider (facility-based or otherwise) providing voice service over IP
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New Change Orders – Working Copy








Origination Date:  10/20/05




Originator:  T-Mobile



Change Order Number:  NANC 408



Description:  SPID Migration Automation Changes



Functionally Backwards Compatible:  Yes



IMPACT/CHANGE ASSESSMENT




				FRS



				IIS



				GDMO



				ASN.1



				NPAC



				SOA



				LSMS







				Y



				Y



				N



				N



				Y



				Y



				Y











Business Need:




NANC 323 SPID Migration – Currently Service Providers and the NPAC require a fair amount of manual processing, beginning with the initial SPID migration request form, through performing the actual SPID migration during the maintenance window.  With the frequency of SPID Migrations (several times every month), this creates a personnel resource situation that could be helped through software automation.




As discussed during the Oct ’05 LNPAWG meeting, an effort will be started to identify areas of most concern and/or areas for improvement.  Possible discussion areas include:




· Automating the request form process (online web GUI).  Incorporate edits to ensure valid data is entered and submitted.



· Incorporating an online scheduling function (i.e., if it’s available, you can reserve/book it).




· Self-maintenance of scheduled migrations (modify or delete).




· Automated checking/warning/cancelling/reporting of pending-like SVs that need to be handled prior to the migration.



· Enhancing the interface to pass SMURF (SPID Migration Update Request Files) data across the interface (new messages).



· Automatic generation of both preliminary and final SMURF data.



· Changes to data definitions, such that the SPID attribute can be updated automatically via messages.



· Other reporting functions that are automatically generated after a SPID migration (e.g., SV counts).



· E-mail notifications to the SPID Migration distro.




Nov ‘05 LNPAWG mtg comments:



Discussion on Issues:




1. Manual handling of SMURF files.  Can we have some type of automation?



2. Number of migrations.  Since have to process serially, can we limit the number of migrations?



3. SP1, changes with Linux with secure FTP, since we had previously done automated downloads.



4. SP2, auto push down instead of having to go pick them up.  However, SP3, concern about auto push, rather than allowing us to decide when to go get them.  Right now not real excited about automation.  Have some security issues, and cost-benefit issues.  Major concern is how can this reduce our costs.



5. SP4, our pull down is automated, but would want the SMURF files earlier.  SP3, yes need to get the SMURF files earlier.  NeuStar comment – main issue is that things could change as long as the NPAC is up and available.  NeuStar to look at what can be done to make it earlier in the maint window.




6. SP6, feedback from his IT folks.  What automation that can save me time and labor costs on the weekends.  Really need something that is cost justifiable.  Never heard about the forms internally.




7. SP7, not a whole lot of interest.  Area of automation, with getting SMURF file sooner, and getting some type of notification when they’re ready on the FTP site.  E-mail notif (this is what several people want).  Never heard about the online forms internally.



Discussion on Potential New Features:




1. SP5, we have receieved positive internal feedback on online GUI access.  Also ability to adjust the schedule online (trade online, swap with other migrations that we already have sched).




2. Online scheduling was positive feedback.  Want the real-time feedback, rather than waiting for a day or more to get feedback.




3. Where should the online sched be located?  On public web, secure web, or require an LTI user account?  Answer, secure website.  Prob, is that won’t have immediate access to NPAC data.




4. Also some back office validation.  Need to get more info on this from SPs.  This will be provided at a later date from the SPs.




5. Clean up of Pending-likes.  Right now get e-mail from NeuStar.  SP tries to get them activated, or will get them cancelled.  Helpful feature would be a Web site that shows the pending-likes, rather than the e-mail that goes through multiple groups before getting to the right person.  When automated, provide the list of what was auto cancelled (not sure if from e-mail or on the web).



6. SP3, method or rpt that shows the actual count of what was modified.  This would help with verifying or reconcile against our numbers.  NeuStar comment – we currently provides an estimate ahead of time, but no count of actuals.  SP3 wants something post migration on number of SVs that were migrated with current SP value.  In some cases would want the details as well.



7. SP8, questions internally about the count.  Does this include EDR or non-EDR?  NeuStar comment – we have recently changed the method.



8. Interface changes.  First thing would be to be able to modify the SPID over the interface.  Some vendors have pure CMIP implementation that would prohibit this over the interface, since SPID is part of distinguished name.  No problem on NPAC side.  Vendor1, indicated not a problem with the SMURF files, but would have problem with modifying the SPID.  Vendor2, we’ve talked more about modifying the whole thing.  We could handle SPID modify.



Nov ’05 Summary, SPs want SMURF files sooner, notif on when it’s available, post migration SV counts and reporting, and automating pieces of current process, rather than enhancing the interface.



Mar ‘06 LNPAWG mtg comments:  (discussed three areas, prior to migration, during migration, after migration)



Discussion on Potential New Features:




1. SPID Migration Form.  Available online, available to enter on web site.  Have Drop-Down list of SP contacts (for us to contact them for Q&A, agreement, etc.).  Also incorporate edits such as LRN.




2. SPID Migration Calendar.  Available online, and able to “pick” our own timeslot.




3. Automated Distribution.  We have scripts to automatically grab the SMURF files already, so no need for automated distro.  FTP works today.




4. Clean up of Pending-Like process.  SP1 explained the process.  Question to every else, “are you comfortable with this process?”  What about if we just default to having NPAC do this for us?  NeuStar comment – not part of the documented process.  Also, manual effort on NPAC side.  Not the best idea to move from one manual process to another.  SP2, what about automating the clean up process?  NeuStar comment – yes it could be done.  SP2, we don’t see a problem if there is a charge for those that use this feature.  NeuStar to discuss with NAPM.



Discussion on Current Process:




1. Preliminary SMURF files.  NeuStar, “does anyone still need or use them?”  SP3, yes we use continue to use them for sizing and estimating purposes.



2. No comments or concerns about activities during the migration window (maintenance).




3. After the migration, SP3, looking for actual counts.



Jul ‘06 LNPAWG mtg comments:  (discussed three areas, prior to migration, during migration, after migration)



NeuStar discussed some of the New Features coming up in R3.3.1:




1. SPID Migration SMURF Files.  An enhancement is being made that allows SMURF files to be saved after initial distribution.  Currently NPAC Personnel must manually create SMURF files for each distribution.  With this enhancement subsequent distribution will use the saved files, allow necessary updates to occur, then re-generate the SMURF files for additional distributions.



2. Clean up of Pending-Like SVs.  An enhancement is being made that allows NPAC Personnel to initiate the clean-up of Pending-Like SVs in an automated fashion.  Currently, the process requires manual handling of all Pending-Like SVs.



Discussion on Potential New Features:




1. SPID Migration Form.  Available online, available to enter on web site.




2. SPID Migration Calendar.  Available online, and able to “pick” our own timeslot.  For both the Form and the Calendar, self service is desired by multiple SPs.  The analogy was used to equate the new process to being able to perform online airline reservations and bookings (obtain list of flights, check availability and times, make a reservation, obtain a confirmation number).



3. Post Migration Counts.  SP1 indicated again, a desire to obtain post migration counts (similar to the pre migration estimated counts that are currently provided).



Description of Change:




This change order recommends that SPID Migration Automation Changes be added to the NPAC:




· Item 1.




· Item 2.




· Item 3.




· Item 4.




Requirements:




TBD




IIS:




TBD




GDMO:




TBD



ASN.1:




TBD




Open Issues:




1. None.
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LNPA WORKING GROUP CONFERENCE CALL (10/9/07) ACTION ITEMS:

NEUSTAR ACTION ITEMS:


No action items were assigned to NeuStar on the October 9, 2007 LNPA WG conference call.


LNPA WG PARTICIPANTS ACTION ITEMS:

1007-01:  LNPA WG Participants are to come to the November 2007 meeting prepared to


develop the SPID Migration blackout dates for 2008.  Any dates in addition to the 1st Sunday of each month and major holidays should also be identified.
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