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Final Minutes
LNPA WORKING GROUP DISCUSSION:


Monday 06/17/2013
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	ATT
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	ATT
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	Ed Barker
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	CENTURYLINK
	John Nakamura
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	CLNPC
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	Linda Birchem
	COMCAST
	Syed Mubeen Saifullah
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	Brenda Bloemke
	COMCAST
	Shannon Sevigny
	NEUSTAR

	Kerri Burke
	COMCAST
	Suzanne Addington
	SPRINT

	Joan E. Bridgeman
	CRICKET
	Ann Fenaroli
	SPRINT

	Dena Hunter
	CRICKET
	Jeanne Kulesa
	SYNCHRONOSS

	Linda Peterman
	EARTHLINK BUSINESS
	Steven Koch
	TELCORIDA

	Joe Mullin
	EDGE COMMUNICATIONS
	Paula Jordan Campagnoli
	T-MOBILE

	Jeff Sonnier
	ERICSSON
	Deborah Tucker
	VERIZON WIRELESS

	Crystal Hanus
	GVNW
	Terry Scott
	WINDSTREAM

	Wendy Trahan
	GVNW
	Dawn Lawrence
	XO COMMUNICATIONS







ACTION ITEMS ARE INCLUDED IN THE LNPA WG ACTION ITEM LIST.
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2013 LNPA WG Meeting/Call Schedule:

Following is the current schedule for the 2013 LNPA WG meetings and calls.  The APT will typically meet on the first day of the LNPA WG meeting dates.

	MONTH
(2013)
	NANC MEETING DATES
	LNPA WG
MEETING/CALL
DATES
	HOST COMPANY
	MEETING LOCATION

	
	
	
	
	

	January 

	
	8th-9th  
	Ericsson/
Telcordia
	Scottsdale, Arizona

	February 
	
	No meeting or call.
Scheduled time on 2/5/13 for conference call to be used by APT.
	
	

	March

	
	5th-6th       
	DSET
	Atlanta, Georgia

	April
	
	No meeting or call.

04/09/2013 call if necessary
	
	

	May
	
	7th-8th 
	Neustar
	Miami, FL
 

	June
	
	No meeting.

06/17/2013 conference call
	
	

	July

	 
	9th-10th 
	T-Mobile
	Seattle, Washington

	August
	
	No meeting.

08/06/2013 call if necessary
	
	


	September
	
	10th-11th
	Comcast
	Denver, Colorado

	October
	
	No meeting.

10/08/2013 call if necessary
	
	

	November
	
	5th-6th
	AT&T
	San Antonio, Texas

	December
	
	No meeting.

12/03/2013 call if necessary
	
	






May 7, 2013 Draft APT Meeting Minutes Review:
· No changes were made to the DRAFT May 7, 2013, APT meeting minutes.
· They were approved as FINAL.



Turn-Up Test Plan for NANC 372, XML Interface – John Nakamura, Neustar


John led a review of the updates to the test plan since the last meeting.  The highlights of the discussion are as follows:
Reviewed the Turn-Up Test Plan Test Case List for NANC 372, XML Interface, categories 1 – 4.
1. Steps remain the same, different message name for CMIP versus XML.
1. Steps are different because messaging is different between CMIP and XML.
1. Functionality is applicable only to the CMIP Interface.
1. Functionality is applicable only to the XML Interface.

No issues were brought up.  An updated version will be reviewed during the July meeting.

Action Item 050713-02:  Service providers are to be prepared to state their company positions on the June 17, 2013, conference call  as to whether or not new service providers should be required to do turn up testing themselves (or through a surrogate) even though the same test plan will be used that the vendors used to do their testing.  And if the vendor that does the vendor testing is also the surrogate for the service provider, does the test have to be repeated?

The Working Group consensus is that the decision as to whether or not to repeat the tests resides with the individual service providers.  However, it is recommended that the service provider verify that the vendor tests all the options that they have with their customers.  This would be optional if their vendor did the surrogate testing for them.

ACTION ITEM 050713-02 IS CLOSED.


Review the new change order from VZ for the Incorrect Use of an Inactive SPID in the NPAC.  


The change order was explained (business need section and description of change section).  The proposed solution (both short-term and long-term) was discussed, and an action item was assigned to SOA Vendors.

1. The short-term solution.  The proposal includes the “offline” updating of the SV records in the NPAC.  Please verify that your SOA system will accept a delete of a SPID, where that SPID value is used as the OSP on an active SV.
1. The long-term solution.  Today in the NPAC, we allow the removal of a SPID when there are Old or Cancelled SVs with that SPID value.  Please verify that your SOA system is OK with the removal of a SPID that might exist in your system as an old SPID on an active SV.  This would be in addition to today’s behavior.



Action Item 061713-01:  Currently, a SPID can be deleted from the NPAC as long as it does not own any NPA-NXXs, LRNs, NPA-NXX-Xs, Number Pool Blocks, and SVs.  The only SVs that are allowed to exist are those with a status of Old (with an empty Failed SP List) or Cancelled, where the SPID to be deleted is either the New SP or the Old SP value.  The proposed change would also include Active SVs where the SPID is the Old SP value on those SVs.  Similar to Old and Cancelled, the Old SP value on an Active SV is considered to be historical information, and not required for subsequent porting or PTOs.  SOA Vendors are to be prepared at the July 2013 LNPA WG meeting to state any objection or issue to the short-term solution of the new change order, where the NPAC would send a Delete Request to the SOA for a SPID that is the Old SP value on an Active SV.



Next LNPA WG Meeting:  July 9-10, 2013 
Location:  Seattle, Washington 
Hosted by T-Mobile
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Note:	All 465 test cases in the Turn-Up Test Plan will be updated.  However, those test cases in Category 3 will not have any message name modifications, but will instead have an XML-related note modification, so the actual category 1 number is 412 (465-43=412).



		

		New Entrant Test Cases

		Re-gression

		SOA

		LSMS



		Test Case Objective

		New SP w/ New Vendor

		Exp SP w/ New Vendor

		New SP w/ Exp Vendor

		Exp SP w/ Exp Vendor

		

		



		Release 1.0 Test Cases



		8.1 Mechanized Interface Scenarios



		8.1.1 Network Data



		8.1.1.1 Create of Network Data



		8.1.1.1.1 SOA Mechanized Interface



		[bookmark: first_new_new][bookmark: first_exp_new][bookmark: first_new_exp][bookmark: first_exp_exp][bookmark: first_soa][bookmark: first_lsms]8.1.1.1.1.1  Open a non-existing NPA-NXX for portability via the SOA Mechanized Interface. – Success

		[bookmark: _1015413632]X

		X

		X

		X

		X

		



		
8.1.1.1.1.2  Open an NPA-NXX for portability via the SOA Mechanized Interface that exists for another service provider. – Error

		X

		X

		

		

		X

		



		8.1.1.1.1.3  Open an NPA-NXX for portability via the SOA Mechanized Interface that exists for the given service provider. – Error

		X

		X

		X

		

		X

		



		

		

		

		

		

		

		



		[snip]

		

		

		

		

		

		



		[snip]

		

		

		

		

		

		



		[snip]

		

		

		

		

		

		



		

		

		

		

		

		

		



		NANC 414 – Validation of Code Ownership in the NPAC



		NANC 414 -1 SOA – Service Provider personnel using their SOA application submit a NPA-NXX create request where the SPID and OCN value as configured on the NPAC SMS do not match the request. - Error

		X

		X

		X

		

		X

		



		NANC 414-2 LSMS – Service Provider personnel using their LSMS application submit a NPA-NXX create request where the SPID and OCN value as configured on the NPAC SMS do not match the request – Error

		X

		X

		X

		

		

		X



		NANC 426 – Provider Modify Request Data to the SOA from Mass Updates

Existing test case, NANC 68-1, has been updated for the purposes of testing this feature.



		TOTALS

		465

		460

		314

		101

		400

		125
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		8.1 Mechanized Interface Scenarios



		8.1.2 Subscription Data



		8.1.2.2 Modify of Subscription Data



		8.1.2.2.1 SOA Mechanized Interface



		8.1.2.2.1.1  Modify required fields for a single TN ‘pending’ port with valid data. – Success



		8.1.2.2.1.2  Modify optional fields for a single TN ‘pending’ port for a New Service Provider. – Success



		8.1.2.2.1.3  Modify “porting to original” due date for a single TN ‘pending’ port. – Success









		9.1.9 NANC 201 and 202 Related Test Cases



		2.30 - SOA – Old Service Provider Personnel modify a single ‘pending’, Inter-Service Provider subscription versions to change the authorization flag from TRUE to FALSE. Their Customer TN Range Notification Indicator is set to their production value. – Success



		2.31 - SOA – Old Service Provider Personnel take action on a range of ‘conflict’ subscription versions that he created, to remove them from conflict. Their Customer TN Range Notification Indicator is set to TRUE. In the prerequisite create process the range is submitted as two smaller ranges. The TNs used in the ranges are contiguous and have the same feature data. The range create requests are submitted without any other create activity between to ensure that the SVIDs for the TNs in the ranges are contiguous. The modify request is submitted as one range. The modify request results in one notification because the TNs and SVIDs are both contiguous and all TNs in the range have the same feature data. – Success



		2.32 - SOA – Old Service Provider Personnel take action on a range of 10 ‘conflict’ subscription versions that he created, to remove them from conflict. Their Customer TN Range Notification Indicator is set to TRUE. In the prerequisite create process the range is submitted as two smaller ranges. The TNs used in the ranges are contiguous and have the same feature data but other create activities are submitted between the range create requests to ensure that the SVIDs for the TNs in the ranges are not contiguous. The modify request is submitted as one range. The modify request results in one notifications containing a list of the SVIDs. – Success









		11.1 NANC 179 – TN Range Notification Test Cases



		NANC 201-25 - SOA – New Service Provider Personnel remove a Subscription Version from Conflict when the Timer Type is set to ‘LONG’ and the Business Hours Type is set to ‘EXTENDED’ (after the Conflict Resolution New Service Provider Restriction Tunable has expired).  The cause code is currently set to either 52, 53 or 54.– Success



		NANC 201-35 - SOA – New Service Provider Personnel remove a Subscription Version from Conflict when the Timer Type is set to ‘LONG’ and Business Hours Type is set to ‘NORMAL’ (after the Conflict Resolution New Service Provider Restriction Tunable has expired).  The cause code is currently set to either 52, 53 or 54.– Success









		12.5 NANC 218 – Conflict Timestamp Broadcast to SOA



		NANC 218-1 - SOA – (Old) Service Provider Personnel submit a single TN, subscription version modify request specifying Authorization (FALSE) and a valid status change cause code, setting the subscription version status to conflict after both Service Providers have created/concurred to the port, and prior to the Conflict Restriction Window – SUCCESS



		NANC 218-2 - SOA – Old Service Provider personnel successfully put a pending Subscription Version into conflict using an Old Service Provider create after the Conflict Restriction Window Tunable Time has been reached but before the Final Concurrence Timer (T2) has expired. – Success









		8.1 Mechanized Interface Scenarios



		8.1.2 Subscription Data



		8.1.2.5 Cancel of Subscription Data



		8.1.2.5.1 SOA Mechanized Interface



		[bookmark: a11516]8.1.2.5.1.6  Subscription Version Cancel by Service Provider SOA After Both Service Provider SOAs Have Concurred (Old Service Provider’s SOA Mechanized Interface). – Success



		[bookmark: a11517]8.1.2.5.1.7  Subscription Version Cancel by Service Provider SOA After Both Service Provider SOAs Have Concurred (New Service Provider’s SOA Mechanized Interface). – Success



		[bookmark: a11519]8.1.2.5.1.9  Subscription Version Cancel by New Service Provider SOA No Acknowledgment by Old Service Provider (SOA Mechanized Interface). – Success









		11.1 NANC 179 – TN Range Notification Test Cases



		2.24 - SOA – Old Service Provider Personnel cancel a range of 50 Inter-Service Provider subscription versions after both Service Providers have initially concurred. Their Customer TN Range Notification Indicator is set to TRUE. In the prerequisite create process the range is submitted as two smaller ranges. The TNs used in the ranges are contiguous and have the same feature data. The range create requests are submitted without any other activity between the range create requests to ensure that the SVIDs for the TNs in the ranges are contiguous. The cancel request is submitted as one range. The cancel request results in one notification because the TNs and SVIDs are both contiguous and all TNs in the range have the same feature data. – Success



		NANC 201-35 - SOA – New Service Provider Personnel remove a Subscription Version from Conflict when the Timer Type is set to ‘LONG’ and Business Hours Type is set to ‘NORMAL’ (after the Conflict Resolution New Service Provider Restriction Tunable has expired).  The cause code is currently set to either 52, 53 or 54.– Success









		NANC 285 – SOA/LSMS Requested Subscription Version Query Max Size



		NANC 285-1- SOA – Service Provider personnel using their SOA submit a Subscription Version query request to the NPAC SMS specifying criteria that matches a number of Subscription Versions greater than the Maximum Subscription Query tunable – Success



		NANC 285-2- LSMS – Service Provider personnel using their LSMS submit a Subscription Version query request to the NPAC SMS specifying criteria that matches a number of Subscription Versions greater than the Maximum Subscription Query tunable – Success









Total SV TCs: 32
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		8.6 Audits



		Audit_2 - SOA Initiates Full Audit (all data attributes), Range of TNs, with Discrepancies. – Success



		Audit_3 - SOA Initiates Partial Audit (some data attributes), Single TN, with Discrepancies. – Success



		Audit_4 - NPAC Initiates Partial Audit (some data attributes), Single TN, With Discrepancies. – Success



		Audit_5 - NPAC Initiates Partial Audit (some data attributes), Range of TNs, with Discrepancies. – Success







		9.1.10	NANC 203 Related Test Cases



		NANC 203 – 29 - SOA – Service Provider Personnel Initiate Partial Audit (some data attributes, including WSMSC data), Single TN, With Discrepancies– the Service Provider’s LSMS Supports WSMSC DPC and SSN Data -- Success









		10.12	AUDIT TEST CASES



		9.1 - SOA - Service Provider Personnel initiate a full audit for a single TN, with LNP Type = POOL, for all Service Providers, no discrepancies exist. - Success



		9.3 - SOA - Service Provider Personnel initiate a full audit for a range of TNs with LNP Type = POOL, LISP and LSPP for all Service Providers, no discrepancies exist. - Success



		9.4 - SOA – Service Provider Personnel initiate a full audit for a range TNs, with LNP Type = POOL, LISP, and LSPP, for all Service Providers, discrepancies exist. - Success



		9.5 - SOA - Service Provider Personnel initiate a full audit based on TN range for all Service Providers, (a Number Pool Block indicated by the TN Range entry has a status of ‘sending’) - no discrepancies exist -- Success









Total Audit TCs: 9
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		NANC 348 – BDD for Notifications



		NANC 348-1 - SOA - NPAC personnel create a Bulk Data Download file for SOA notification data specifying a service provider ID and time range.  Verification steps are performed to ensure the BDD file was processed successfully by the service provider system. – Success







		NANC 416 – BDD File for Notifications – Adding New Attributes



		NANC 348-1 - SOA - NPAC personnel create a Bulk Data Download file for SOA notification data specifying a service provider ID and time range.  Verification steps are performed to ensure the BDD file was processed successfully by the service provider system. – Success









Total BDD TCs: 2
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		8.1 Mechanized Interface Scenarios



		8.1.1 Network Data



		8.1.1.1 Create of Network Data



		8.1.1.1.2 LSMS Mechanized Interface



		[bookmark: Sec81114_1]8.1.1.1.2.1  Open a non-existing NPA-NXX for portability via the LSMS Mechanized Interface. – Success



		[bookmark: Sec81114_2]
8.1.1.1.2.2  Open an NPA-NXX for portability via the LSMS Mechanized Interface that exists for another service provider. – Error



		[bookmark: Sec81114_3]8.1.1.1.2.3  Open an NPA-NXX for portability via the LSMS Mechanized Interface that exists for the given service provider. – Error



		[bookmark: Sec81114_4]
8.1.1.1.2.4  Open NPA-NXX for portability via the LSMS Mechanized Interface with an effective date prior to the current date – Success



		[bookmark: Sec81114_5]8.1.1.1.2.5  Open NPA-NXX for portability via the LSMS Mechanized Interface with invalid effective date. – Error



		[bookmark: Sec81114_6]
8.1.1.1.2.6  Open NPA-NXX for portability via the LSMS Mechanized Interface while a communications problem exists between the NPAC SMS and an LSMS. – Success



		[bookmark: Sec81114_7]8.1.1.1.2.7  Add a non-existing LRN via the LSMS Mechanized Interface. – Success



		[bookmark: Sec81114_8]
8.1.1.1.2.8  Add an LRN via the LSMS Mechanized Interface that exists for another service provider. – Error



		[bookmark: Sec81114_9]8.1.1.1.2.9  Add an LRN via the LSMS Mechanized Interface that exists for the given service provider. – Error



		[bookmark: Sec81114_10]
8.1.1.1.2.10  Add LRN via the LSMS Mechanized Interface with invalid LRN data. – Error



		[bookmark: Sec81114_11]8.1.1.1.2.11  Create an LRN via the LSMS Mechanized Interface while a communications problem exists between the NPAC SMS and an LSMS. – Success









		8.1 Mechanized Interface Scenarios



		8.1.1 Network Data



		8.1.1.2 Modify of Network Data



		8.1.1.2.1 SOA Mechanized Interface



		[bookmark: Case81123_2]
8.1.1.2.1.2  Modify an existing service provider’s profile by adding contact data via the SOA Mechanized Interface. – Success



		[bookmark: Case81123_3]8.1.1.2.1.3  Modify an existing service provider’s profile by deleting non-required contact data via the SOA Mechanized Interface. – Success



		[bookmark: Case81123_4]
8.1.1.2.1.4  Modify an existing service provider’s profile by modifying network address data via the SOA Mechanized Interface. – Success



		[bookmark: Case81123_5]8.1.1.2.1.5  Modify an existing service provider’s profile with invalid contact data via the SOA Mechanized Interface. – Error












		8.1 Mechanized Interface Scenarios



		8.1.1 Network Data



		8.1.1.2 Modify of Network Data



		8.1.1.2.2 LSMS Mechanized Interface



		[bookmark: Case81124_2]
8.1.1.2.2.2  Modify an existing service provider’s profile by adding contact data via the LSMS Mechanized Interface. – Success



		[bookmark: Case81124_3]8.1.1.2.2.3  Modify an existing service provider’s profile by deleting non-required contact data via the LSMS Mechanized Interface. – Success



		
8.1.1.1.2.4  Open NPA-NXX for portability via the LSMS Mechanized Interface with an effective date prior to the current date – Success



		[bookmark: Case81124_5]8.1.1.2.2.5  Modify an existing service provider’s profile with invalid contact data via the LSMS Mechanized Interface. – Error



		
8.1.1.1.2.4  Open NPA-NXX for portability via the LSMS Mechanized Interface with an effective date prior to the current date – Success









		8.1 Mechanized Interface Scenarios



		8.1.1 Network Data



		8.1.1.3 Delete of Network Data



		8.1.1.3.2 LSMS Mechanized Interface



		[bookmark: Case81133_2]8.1.1.3.2.1  Delete NPA-NXX via LSMS Mechanized Interface. – Success



		[bookmark: Case81133_8]8.1.1.3.2.2  Delete LRN via LSMS Mechanized Interface. – Success



		8.1.1.3.2.3  Delete NPA-NXX Filter via LSMS Mechanized Interface. – Success



		8.1.1.3.1.7  Delete NPA-NXX Filter via SOA Mechanized Interface. – Success









		8.1 Mechanized Interface Scenarios



		8.1.1 Network Data



		8.1.1.4 Query of Network Data



		8.1.1.4.1 SOA Mechanized Interface



		[bookmark: Case81141_10]8.1.1.4.1.10  Service Provider issues a Scoped/Filtered GET of Network Data to the NPAC via their Local SMS. – Success



		[bookmark: Case81141_11]8.1.1.4.1.11  Service Provider issues a Scoped/Filtered GET of Network Data to the NPAC via their  SOA. – Success









Total network TCs: 26
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		NANC 351 – Recovery Enhancements – SWIM Recovery



		NANC 351-1 LSMS – EDR and Non-EDR LSMS Service Provider personnel submit a resynchronization request for network data, number pool block data (EDR only), subscription data, service provider data and notification data with SWIM indicator – Success









		9.1.2 ILL 79 Related Test Cases



		ILL 79 – 6 SOA – Service Provider Personnel, using their SOA system, where SOA Network Data Download Association Function is set to ‘ON’, issue a Network Data and Notification Recovery Request by specifying a Time Range with a filter on an NPA-NXX that is used – Success



		ILL 79 – 7 LSMS – Service Provider Personnel, using their LSMS system, where LSMS Network and Subscription Data Download Association Function is set to ‘ON’, issue a Network Data and Notification Recovery Request by specifying a Time Range with an NPA-NXX filter in place – Success









		10.11 RESYNCHRONIZATION



		8.1 LSMS – Service Provider Personnel for either an EDR or non-EDR LSMS submit a resynchronization request for Network Data, Block Data, SV Data and Notification Data by time range, over the LSMS to NPAC SMS Interface, with the Service Provider’s NPAC Customer LSMS NPA-NXX-X Indicator set to the value that they support. – Success



		8.4 LSMS - Service Provider Personnel submit a resynchronization request for network data, Number Pool Block Data, subscription version data, and notifications by time range (time range exceeds ‘Maximum Download Duration’ tunable), over the LSMS to NPAC SMS Interface. – Error



		8.5 LSMS - Service Provider Personnel submit a resynchronization request for a range of Number Pool Blocks (Number of Blocks exceeds the ‘Maximum Number of Download Records’ tunable), over the LSMS to NPAC SMS Interface.– Error









		NANC 351 – Recovery Enhancements – SWIM Recovery



		NANC 351-1 LSMS – EDR and Non-EDR LSMS Service Provider personnel submit a resynchronization request for network data, number pool block data (EDR only), subscription data, service provider data and notification data with SWIM indicator – Success



		NANC 351-2  SOA – Service Provider personnel submit a resynchronization request for network data, service provider data, and notification data with the SWIM indicator – Success (conditional)



		NANC 351-3 LSMS – EDR and Non-EDR LSMS Service Provider personnel submit a resynchronization request for network data, number pool block data (EDR only), subscription data and notification data with SWIM indicator that exceed the SWIM maximum recoverable data- Success for part of the dataPerform regular recovery to recover data in excess of the SWIM Maximum tunable.



		NANC 351-4 SOA – Service Provider personnel submit a resynchronization request for network data, and notification data with SWIM indicator that exceeds the SWIM maximum recoverable data – Success for part of the data. Perform regular recovery to recover data in excess of the SWIM Maximum tunable.









		NANC 383 – Separate SOA Channel for Notifications



		NANC 383-1- SOA – Service Provider personnel send a resynchronization request for notification information over a separate SOA channel for notifications – Success









		NANC 227/254 – Exclusion of Service Provider from an SV’s Failed SP List and NANC 300 – Resend Exclusion for Number Pooling



		NANC 227-1- LSMS – NPAC SMS broadcasts a resend Intra-SP or Inter-SP Subscription Version activate request to a region whereby some SPs on the failed SP-List are excluded from the resend, some are included in the resend (and should be successful) and the current Service Provider receives a status update for the Subscription Version including an updated failed SP-List.  The new/current Service Provider modifies the Subscription Version.  The Service Provider that was excluded from the resend, recovers the latest attributes for the SV during resynchronization – Success



		NANC 227-2- LSMS – NPAC SMS broadcasts a resend number pool block activate request to a region whereby some SPs on the failed SP-List are excluded from the resend, some are included in the resend (and should be successful) and the current Block Holder Service Provider receives a status update for the number pool block including an updated Failed SP-List. The Number Pool Block is modified.  The Service Provider that was excluded from the resend request recovers the NPB (or ‘Pooled’ SVs) during resynchronization and receives the latest NPB attributes. – Success









Total Recovery TCs: 13
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		10.2.4 Query NPA-NXX-X Information Test Cases



		[bookmark: OLE_LINK60]3.4.4 - SOA  - Service Provider Personnel send a Query NPA-NXX-X Information request over the Interface, specifying an attribute that will return many objects – Success



		3.4.6 - LSMS - Service Provider Personnel send a Query NPA-NXX-X Information request over the Interface, specifying an attribute that will return many objects – Success









		NANC 187 Test Cases



		187-1 LSMS – Service Provider Personnel for either an EDR or non-EDR LSMS submit a resynchronization request for Service Provider Data, Network Data, Block Data, Subscription Version Data and Notification Data by time range, over the LSMS to NPAC SMS Interface, with the Service Provider’s Local SMS Linked Replies Indicator set to their production setting.  The recovery response includes a number of Service Provider Data objects, Network Data objects, Number Pool Block objects, Notifications and Subscription Versions less than or equal to their respective Linked Replies Blocking Factors. – Success



		187-2 LSMS – Service Provider Personnel for either an EDR or non-EDR LSMS submit a resynchronization request for Network Data, and Subscription Version Data by time range, over the LSMS to NPAC SMS Interface, with the Service Provider’s Local SMS Linked Replies Indicator set to their production setting.  The recovery response includes a number of Network Data objects greater than the Service Provider and Network Data Linked Replies Blocking Factor and less than the Network Data Maximum Linked Recovered Objects as well as a number of Subscription Version objects greater than the Subscription Data Linked Replies Blocking Factor and less than the Subscription Data Maximum Linked Recovered Objects. – Success



		187-3 LSMS – Service Provider Personnel for either an EDR or non-EDR LSMS submit a resynchronization request for Network Data, Number Pool Block data and Subscription Version Data by time range, over the LSMS to NPAC SMS Interface, with the Service Provider’s Local SMS Linked Replies Indicator set to their production setting.  The recovery response includes a number of Network Data objects, Number Pool Block objects and Subscription Version objects greater than the respective Maximum Linked Recovered Objects and Maximum Number Download Records parameters. – Success



		187-4 SOA – Service Provider Personnel submit a resynchronization request for Service Provider Data, Network Data and Notification Data by time range, over the SOA to NPAC SMS Interface, with the Service Provider’s SOA Linked Replies Indicator set to their production setting.  The recovery response includes a number of Service Provider Data objects and Network Data objects less than or equal to the Service Provider and Network Data Linked Replies Blocking Factor and a number of Notifications less than or equal to the Notification Data Linked Replies Blocking Factor. – Success



		187-5 SOA – Service Provider Personnel submit a resynchronization request for Network Data and Notification Data by time range, over the SOA to NPAC SMS Interface, with the Service Provider’s SOA Linked Replies Indicator set to their production setting.  The recovery response includes a number of Network Data objects and Notifications greater than the respective Linked Replies Blocking Factor and less than the respective Maximum Linked Recovered Notifications. – Success



		187-6 SOA – Service Provider Personnel submit a resynchronization request for Network Data and Notification Data by time range, over the SOA to NPAC SMS Interface, with the Service Provider’s SOA Linked Replies Indicator set to their production setting.  The recovery response includes a number of Network Data objects greater than the Service Provider and Network Data Maximum Linked Recovered Objects and Notifications greater than the Notification Data Maximum Linked Recovered Notifications and Maximum Number of Download Records. – Success







Total Linked Replies TCs: 8








[bookmark: _Toc358125529]Category 4 – New Test Cases that only apply to the XML Interface







1. Keep Alive messages

a. NPAC sends Keep Alive to SOA after connection time out value is reached.  SOA successfully processes and synchronously acknowledges.

b. SOA sends Keep Alive to NPAC.  NPAC successfully processes and synchronously acknowledges.

c. NPAC sends Keep Alive to SOA after connection time out value is reached.  SOA does not synchronously acknowledge.

d. SOA sends Keep Alive to NPAC.  NPAC does not synchronously acknowledge.

e. NPAC sends Keep Alive to LSMS after connection time out value is reached.  LSMS successfully processes and synchronously acknowledges.

f. LSMS sends Keep Alive to NPAC.  NPAC successfully processes and synchronously acknowledges.

g. NPAC sends Keep Alive to LSMS after connection time out value is reached.  LSMS does not synchronously acknowledge.

h. LSMS sends Keep Alive to NPAC.  NPAC does not synchronously acknowledge.



2. Duplicate Invoke ID

a. NPAC resends the same message (same invoke ID), since the first one was never matched with an asynchronous reply from SOA.

b. NPAC resends a different message (same invoke ID), since the first one was never matched with an asynchronous reply from SOA.

c. SOA resends the same message (same invoke ID), since the first one was never matched with an asynchronous reply from NPAC.

d. SOA resends a different message (same invoke ID), since the first one was never matched with an asynchronous reply from NPAC.

e. NPAC resends the same message (same invoke ID), since the first one was never matched with an asynchronous reply from LSMS.

f. NPAC resends a different message (same invoke ID), since the first one was never matched with an asynchronous reply from LSMS.

g. LSMS resends the same message (same invoke ID), since the first one was never matched with an asynchronous reply from NPAC.

h. LSMS resends a different message (same invoke ID), since the first one was never matched with an asynchronous reply from NPAC.



3. Multiple connections

a. NPAC establishes as many connections as SOA can accept, and generates activity on all connections.

b. NPAC establishes more connections than SOA can accept, and SOA sends an error message.

c. SOA establishes as many connections as NPAC can accept, and generates activity on all connections.

d. SOA establishes more connections than NPAC can accept, and NPAC sends an error message.

e. NPAC establishes as many connections as LSMS can accept, and generates activity on all connections.

f. NPAC establishes more connections than LSMS can accept, and LSMS sends an error message.

g. LSMS establishes as many connections as NPAC can accept, and generates activity on all connections.

h. LSMS establishes more connections than NPAC can accept, and NPAC sends an error message.



4. Batching

a. NPAC sends a batch of requests and replies to SOA, which SOA fails to synchronously acknowledge.  NPAC breaks the batch and resends them in individual messages.  SOA is able to handle the multiple messages.

b. NPAC sends a batch of requests and replies to LSMS, which LSMS fails to synchronously acknowledge.  NPAC breaks the batch and resends them in individual messages.  LSMS is able to handle the multiple messages.



5. Failover

a. SOA sends a request to NPAC’s secondary URL (when running) and NPAC replies back with “try_other_host”.

b. SOA sends a request to NPAC’s primary URL (when secondary is re-synchronizing to become active) and NPAC replies back with “try_other_host”.

c. SOA sends a request to NPAC’s secondary URL (when secondary is re-synchronizing to become active) and NPAC replies back with “try_same_host”.

d. LSMS sends a request to NPAC’s secondary URL (when running) and NPAC replies back with “try_other_host”.

e. LSMS sends a request to NPAC’s primary URL (when secondary is re-synchronizing to become active) and NPAC replies back with “try_other_host”.

f. LSMS sends a request to NPAC’s secondary URL (when secondary is re-synchronizing to become active) and NPAC replies back with “try_same_host”.



6. Delegation

a. Delegated SOA sends in a request on grantor SPID’s behalf (SV, PB, Network, Customer), and NPAC accepts the request, and sends back the asynchronous reply.

b. NPAC generates a notification for a grantor SPID (any SV, PB action resulting in notification), and sends it to Delegated SOA, and SOA accepts the request.

c. SOA sends in a request on grantor SPID’s behalf, when delegate relationship has not been established in NPAC, and NPAC rejects the request.

d. Delegated SOA sends in an audit request on grantor SPID’s behalf, and NPAC rejects the request.



7. ProcessingFailure

a. SOA sends a malformed XML message to NPAC, and NPAC replies with ProcessingFailure.

b. LSMS sends a malformed XML message to NPAC, and NPAC replies with ProcessingFailure.

c. NPAC sends a malformed XML message to SOA, and other valid messages, and SOA can ignore malformed XML (or reply with a ProcessingFailure) and process the valid XML messages. 

d. NPAC sends a malformed XML message to LSMS, and other valid messages, and LSMS can ignore malformed XML (or reply with a ProcessingFailure) and process the valid XML messages. 






8. Security

a. SOA rejects an incoming connection from NPAC when NPAC’s certificate is signed by CA other than NPAC.

b. SOA rejects an incoming connection from NPAC when NPAC’s SPID is different than what it is listed in the CN of NPAC’s certificate.

c. LSMS rejects an incoming connection from NPAC when NPAC’s certificate is signed by CA other than NPAC.

d. LSMS rejects an incoming connection from NPAC when NPAC’s SPID is different than what it is listed in the CN of NPAC’s certificate.

e. NPAC rejects an incoming connection from SOA when SOA’s certificate is signed by CA other than NPAC.

f. NPAC rejects an incoming connection from SOA when SOA’s SPID is different than what it is listed in the CN of SOA’s certificate.

g. NPAC rejects an incoming connection from LSMS when LSMS’s certificate is signed by CA other than NPAC.

h. NPAC rejects an incoming connection from LSMS when LSMS’s SPID is different than what it is listed in the CN of NPAC’s certificate.

i. SOA rejects an incoming connection from NPAC when NPAC’s certificate is revoked. 

j. SOA rejects an incoming connection from NPAC when NPAC CA’s signing certificate is revoked. 



9. Message ordering

a. NPAC generates two AVC notifications A and B.  SOA receives A and B out of order (B is received before A).  SOA will ignore (or reject?) A (since B is newer).

b. NPAC generates two downloads A and B.  LSMS receives A and B out of order (B is received before A). LSMS will ignore (reject?)  A (since B is newer).

c. SOA sends in two Modify requests out of order, NPAC receives them and rejects the older message.

d. SOA sends in requests with Departure Timestamp being older than Origination Timestamp, and NPAC rejects it, and SOA can handle the rejection.



Total Category 4 TCs: 54
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NANC TBD – Working Copy – v1

Origination Date:  05/08/13

Originator:  Verizon

[bookmark: _Toc72227019]Change Order Number:  NANC TBD

Description:  Change Definition and Disallow use of Inactive SPID

Functional Backwards Compatible:  Yes



IMPACT/CHANGE ASSESSMENT



		FRS

		IIS

		GDMO

		ASN.1

		NPAC

		SOA

		LSMS



		Y

		N

		N

		N

		Y

		N

		N







		XIS

		XML

		NPAC

		SOA

		LSMS



		N

		N

		N

		N

		N









Business Need

An Inactive SPID is being used, causing SV data issues.

In some cases, upon completion of the pre-port process (LSR/FOC, WPR/WPRR), the Service Provider currently serving the TN (soon to be the Old SP) immediately submits a “release” message to the NPAC (Old SP Create Subscription Version Request).  Consequently, a pending SV is established at the NPAC based on this Request.

Sometimes, the Old SP replies on the New SP name to select the SPID value to enter on its “release” message to the NPAC.  Because some SPs have more than one valid SPID at the NPAC, the Old SP might not select the New SP SPID value that was included on the LSR, but a different SPID value for the same Service Provider.  Further complicating the port transaction, the New SP SPID entered by the Old SP may be a SPID that the New SP has decomissioned.  Untangling the message involves substantial manual effort and results in a delay in establishing the consumer's new telephone service.

Current NPAC business rules require that the NPAC retain a SPID as long as it is associated with any network data, such as an LRN, or it appears in any active-like SV record.  That is, even if the SPID appears only as the "Old SP" in an SV record, the SPID cannot be decommissioned in the NPAC in such a way that the error described above can be prevented.  Hence, the “inactive” SPID is not inactive in the NPAC.

The business need is to provide some mechanism that would disallow the use of a SPID that has been decommissioned by the Service Provider, but still remains in the NPAC because of the current business rules.



Description of Change:

This change order is being created to resolve the issue of incorrectly using an “inactive” SPID.

The proposed change is to allow a SPID to be deleted if it is listed as the Old SP on an active-like SV.  This change would not affect functionality in the NPAC (ability to port, PTO) as this decommissioned SPID does not own any codes, pooled blocks, or SVs.  Yet, it would prevent the incorrect usage/reference of this decommissioned SPID when creating new SVs.

There are both a short-term solution and a long-term solution to this “inactive” SPID delete scenario where the only data that exists for this decommissioned SPID are the active-like SVs where they are the Old SP value.  In the description below, the decommissioned SPID is 1111, and the newer/current SPID for the Service Provider is 2222:

1. Short-term – Execute a script during the maintenance window that performs a work-around for the current requirements functionality.  At a high-level, this would involve the following:

a. Clean-up any pending SVs that list 1111 as the new SP.

b. Enter maintenance.

c. Update the Old SP value from 1111 to 2222 on the applicable SVs.

d. Delete 1111 (this will cause the delete download to all Service Providers).

e. Restore the Old SP value from 2222 to 1111 on the applicable SVs.

f. Bring the region back up.

g. All Service Providers will recover the delete download.

h. Decommissioned SPID 1111 is no longer valid for SV create messages.

2. Long-term – Discuss two options, then decide.  Make corresponding software changes to the NPAC:

a. Allow the delete of a SPID in the NPAC, even when there are active SVs that use that SPID value in the Old SP field.

b. Add an NPAC setting/status that prevents a SPID from being specified in the New SP field on SV Create messages.






[bookmark: _Toc59881639]Requirements:

TBD.





IIS:

No Change Required.





XIS:

No Change Required.





GDMO:

No Change Required.





ASN.1:

No Change Required.





XML:

No Change Required.



Page 1 of 3


image1.emf
June 17 2013 LNPA  WG ACTION ITEMS.docx


June 17 2013 LNPA WG ACTION ITEMS.docx
June 17, 2013 LNPA WORKING GROUP ACTION ITEMS ASSIGNED:



NOTE:  FOR THE FOLLOWING ACTION ITEMS THIS NUMBERING SCHEME APPLIES:

· FIRST TWO DIGITS DESIGNATE THE MONTH OF THE LNPA WG  MEETING/CALL

· SECOND TWO DIGITS DESIGNATE THE DAY OF THE LNPA WG MEETING/CALL

· THIRD TWO DIGITS DESIGNATE THE YEAR OF THE LNPA WG MEETING/CALL

· LAST TWO DIGITS DESIGNATE THE ACTION ITEM NUMBER



LNPA WG PARTICIPANTS ACTION ITEMS:



[bookmark: _GoBack]061713-01:  Currently, a SPID can be deleted from the NPAC as long as it does not own any NPA-NXXs, LRNs, NPA-NXX-Xs, Number Pool Blocks, and SVs.  The only SVs that are allowed to exist are those with a status of Old (with an empty Failed SP List) or Cancelled, where the SPID to be deleted is either the New SP or the Old SP value.  The proposed change would also include Active SVs where the SPID is the Old SP value on those SVs.  Similar to Old and Cancelled, the Old SP value on an Active SV is considered to be historical information, and not required for subsequent porting or PTOs.  SOA Vendors are to be prepared at the July 2013 LNPA WG meeting to state any objection or issue to the short-term solution of the new change order, where the NPAC would send a Delete Request to the SOA for a SPID that is the Old SP value on an Active SV.



ACTION ITEMS REMAINING OPEN FROM PREVIOUS LNPA WG MEETINGS:



050713-01:  It has been recommended that the capability for service providers to manage their own NPA-NXX filters not be included in the XML interface.  This will be approved or disapproved at the July 2013 meeting.  The recommendation is based on the fact that Neustar has been unable to identify any instances where service providers have used this feature in the CMIP interface.  Service providers are to determine whether they ever use the SOA or LSMS to set their own NPA-NXX filters.  Vendors are to determine whether or not their systems currently support this capability.



050713-03:  Ron Steen is to update Best Practice 30 with the NPA split information.  The updated information is to be sent to John Nakamura for posting on the website.



050713-04:  Service providers are to be prepared to state their company positions at the July 2013 meeting as to whether or not BP 30 on NPA splits should be presented to NANC requesting their endorsement.



050713-05:  Deb Tucker will research the porting flows and Best Practices to determine if changes are required by elimination of the 5-day first port interval.



050713-06:  A cross reference field has been requested as part of NANC 449 implementation.  It was suggested that the field be limited to25 characters.  Service providers are to be prepared to state their company positions as to whether or not this is the correct size at the July 2013 meeting. 
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