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     LNPA Transition Oversight Sub-Committee 
Final Meeting Notes
   March 19, 2018
 		     			         Conference Call
                                                  

Attendance
	Name
	Company
	Name
	Company

	Lisa Marie Maxson
	10X People
	Bonnie Johnson
	Minnesota Dept of Commerce

	Deborah Anstead
	Altice
	Lynette Khirallah
	NetNumber

	Kim Isaacs
	Allstream
	Ed Barker
	Neustar

	David Alread
	AT&T
	Pamela Connell
	Neustar

	Renee Dillon
	AT&T
	Dave Garner
	Neustar 

	Teresa Patton
	AT&T
	Paul LaGattuta
	Neustar

	Mark Bilton-Smith
	ATL Communications
	John Nakamura
	Neustar

	Sarah Delphey
	Bandwidth
	Meenakshi Parthasarathy
	Neustar

	Lisa Jill Freeman
	Bandwidth
	Anand Rathi
	Neustar

	Anna Kafka
	Bandwidth
	Bill Reidway 
	Neustar

	Connie Stufflebeem
	BKD
	Jim Rooks
	Neustar

	Nancy Cornwell
	Cellcom
	Lavinia Rotaru
	Neustar

	Phil Linse
	CenturyLink
	Gary Sacra
	Neustar

	Glenn Clepper 
	Charter
	Mubeen Saifullah
	Neustar

	Kathy Troughton
	Charter
	Mary Retka
	SOMOS

	Myra Morales
	Claro
	Suzanne Addington
	Sprint

	Tim Kagele
	Comcast
	Bob Bruce
	Syniverse

	Randee Ryan
	Comcast
	Deanna Benson
	T3 Communications

	Leslie Miklos
	Consolidated
	Luke Sessions
	T-Mobile

	Sheri Pressler
	Frontier
	Kevin Batista
	TOM

	Doug Babcock
	iconectiv
	Greg Chiasson
	TOM

	Michael Doherty
	iconectiv
	Bill Reilly 
	TOM

	John Malyar
	iconectiv
	Dawn Lawrence
	Verizon

	Paul Mazouat
	iconectiv
	Jason Lee
	Verizon

	George Tsacnaris
	iconectiv
	Kathy Rogers
	Verizon Wireless

	Pat White
	iconectiv
	Deb Tucker
	Verizon 

	Carolee Hall
	Idaho PUC
	Anne Brames
	Windstream

	Carolee Hall
	Idaho PUC
	Lynn Denton
	Windstream

	Bridget Alexander White
	JSI 
	Amy Freund
	YMAX

	Jerry James
	LNP Alliance
	
	

	Dave Malfara
	LNP Alliance
	
	



Action Item Discussion
· Action Item 03062018-05:  MUMP related action item for SPs and Vendors to look at the impact to their systems for having two different versions of the MUMP forms and the impact on local system or provider’s automated processes. Determine if processes have been already changed and what additional impacts might there be to having a different form.  
· There will be no impact on the iconectiv local system. Comcast, Sprint, ATT, Verizon, and Syniverse all stated that there would be no impact to them. Charter deferred to their SOA vendor, Neustar. 
· Mubeen Saifullah Neustar explained that if there is an automation component to processing MUMP forms, changes will be necessary to allow for two different forms. 
· Doug Babcock, iconectiv local system vendor, explained that existing systems with automated MUMP forms may support both formats and that the answer is not just yes or no. The process was originally a manual process with workbooks manually populated. 
· Neustar provided the attached written response.


· Action Item 03062018-06:  SPs and Vendors to determine impact assessment of this situation and the impact of not having Hold/Replay available for CMIP systems. 
· iconectiv was not aware of the fact that the NPAC supported a CMIP hold/replay function. This also was the response for NetNumber, Verizon, Syniverse, and ATT. 
· A question was raised about why there is such an issue with LSMSs not being up and available. After discussion, it was clarified that it isn’t the LSMS software, but network connections that cause most of the issues. There is a dashboard available to check to see if LSMS systems are active or down. 

· Action Item 03062018-07:  iconectiv to explain how inbound processes are being handled while a system is on hold and to provide the behavior of inbound messages in general. iconectiv’s response to this action item was that the messages are ignored – not rejected – and they are just not processed. The current behavior will be documented in PIM 108 updates. 

Change Management and PIM Review
· Minor updates were made to PIM 106 - BDD File SSN Field and PIM 107 – MUMP File Layouts.
· Two new PIMs were reviewed – PIM 108 – Hold/Replay Long Duration and PIM TBD – CMIP only Hold/Replay. 
· The PIM TBD was accepted and assigned PIM # 109.  
· Discussion took place to help participants gain an understanding of how the iconectiv NPAC will handle Hold/Replay in the near term while the PIMs are being worked. iconectiv will handle the situation operationally and will provide more details in PIM 108 at a future meeting. A suggestion was made for contributions to be provided to enhance the PIM where participants felt the PIM needed additional detail. 

New Business 
Participants had no objections to having iconectiv post the LNPA TOSC contact list on the iconectiv portal with the other LNPA TOSC documents. 

The meeting was adjourned at 11:00 AM ET.

Next Full Meeting …April 24 - 25, 2018:  Overland Park, KS hosted by Sprint
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LNPA TOSC - MUMP related action item: 

SPs and Vendors to look at the impact to their systems for having two different versions of the MUMP forms and the impact on local system or provider’s automated processes. Determine if processes have been already changed and what additional impacts might there be to having a different form.  



Neustar OMS Vendor Response:

· The Neustar SB has over 200 users and has automated the population of MUMP form according to the FRS documentation.  Some of our clients utilize the MUMP process daily and weekly.

· The iconectiv change to the MUMP forms will break our automation.

· The template provided by iconectiv for uploading the NPAC has different columns, the Scheduled Date field is missing the time component and the Request Data tab is not populated with values such LRN and several DPC/SSN combinations.    These are explicitly defined in the FRS.  

· The automation we utilize will allow our solution to continue working for the 6 other regions, however will not work for the SE region which is planned for transition on April 8, 2018.

· Impact:

· Changes in MUMP forms will require our Service Bureau to maintain 2 different sets of automation code for two different NPAC Administrators

· From a Service Bureau development perspective, the changes will result in approximately 5-6 weeks of work to accommodate these changes to the MUMP form.  

· Changes in the MUMP form will force our support teams to engage in manual processing, which is labor intensive.



LNPA TOSC - Hold/Replay action items:

SPs and Vendors to determine impact assessment of this situation and the impact of not having Hold/Replay available for CMIP systems.



Neustar OMS Vendor Response:

· Neustar as OMS Vendor have both XML and CMIP clients who extensively used Hold & Replay.

· Impact:

· The alternative for Hold & Replay is to have our clients and our SB take BDD files and Delta BDD files from the NPAC and manually load them into our solution’s database.  This process is labor intensive and generally takes between 3-4 hours per BDD file.  This has the potential of incurring 6-8 hours of manual work to load files for a single outage.

· The lack of support for Hold & Replay has large staffing implications for both our customers and our Service Bureau.  There is also an added complication to identify any duplicate messages. 



Summary of Hold & Replay.  

· Hold & Replay is applicable to CMIP carriers and XML carriers. 

· It is understood that LSMS systems are supposed to remain “Up” during non-maintenance hours.

· iconectiv has indicated that the on-hold period of time should be “brief.”

· There is a long history of LSMS systems going up and down (practically every day), for various lengths of time.  Therefore, “up” and “brief” are not reflective of the real world.



· For an LSMS that is experiencing trouble, there really are three clear options:

1. Do Nothing

0. Allow the LSMS to miss messages until they are operational again without a BDD file. 

0. This causes more partial-failures which impacts the whole ecosystem.

0. Broadcast failures propagate and will cause ecosystem problems.

0. Allow the LSMS to remain active despite their inability to process messages.  This cannot be sustained for more than a few hours due to the operational impact of the broadcast failures that build up and prevent further porting on those failure.

0. The LSMS system will likely struggle much longer than if the NPAC puts the local system on Hold.





1. Turn them off (Marking them Inactive)

1. As compared to Hold, this option is equivalent in terms of ecosystem visibility to failed broadcasts.  It side-steps the failures at the expense of reducing their visibility.

1. As compared to Hold, this places a greater burden on the local system because a BDD file is necessary to reconcile their system.

1. Since doing nothing is not an option for an LSMS outage of a greater duration, without questions Hold and Replay is a superior mechanism.



1. Put them on Hold

2. Temporarily halt traffic headed to the LSMS, but retain the messages that would have been sent for later delivery.

2. This allows the LSMS to catch up when they are back up 

2. This is the best of both worlds – the impact to the ecosystem is mitigated without requiring a BDD path to restore operational soundness.



----------------------------------------------------------------------------------------------------------------------------------------



Detailed Explanation:

The following points describe how the Hold/Reply feature should ideally work, regardless of when that feature, in its new form, is made available.  The current NPAC implementation has features not present in the new iconectiv implementation, and avoids operational issues that are apparent in the new iconectiv implementation.  We hope that the industry will consider these points to arrive at the best solution so we can move forward without losing ground. 



The current NPAC implementation provides an ability to handle a down LSMS system by minimizing the impacts to the LSMS itself as well as the larger NPAC user ecosystem.  Specifically, messages intended for the LSMS are held, which means the LSMS does not need to go through the burdensome process of rebuilding their database with a BDD.  Additionally, the ecosystem does not suffer from a large buildup of failed broadcasts that prevent further porting of those SVs and Pooled Blocks.



There has been some discussion about potential problems associated with putting an LSMS on hold and giving the appearance that a broadcast was fully successful when in fact an LSMS was not part of the broadcast.  The following points are relevant to that discussion:

· Alternatives to putting the LSMS on hold include: (1) doing nothing (letting broadcast failures occur on an increasing set of SVs and Pooled Blocks) or (2) making the provider inactive (turning off their messages). 

· LSMS systems have been seen to be down for days at a time.  Allowing the LSMS to remain active while not responding to downloads will lead to a population of un-portable and unmodifiable SVs/Blocks that is operationally unworkable.  Porting patterns show that re-porting of a number and modification of an SV within a short period of time, while not the normal use case, is a frequent occurrence.

· As an extreme example: Imagine that an LSMS is down for 5 days, and over those 5 days there are 100,000 ports per day.  This means that there will be 500,000 SVs with a failed LSMS, and therefore those 500,000 SVs can't be ported until those failures are cleared.  Eventually the NPAC administrator needs to take some kind of action to prevent a struggling LSMS from creating failures on the SVs.

· The process of putting an LSMS on Hold should include an industry notification similar to when an LSMS is down and is marked as inactive, or is contributing to broadcast failures.  If there is a concern that the specific LSMS in question needs be known or announced, that data should be put in the notification.  This should provide visibility to any providers that are trying to troubleshoot issues.

· Making an LSMS inactive has the same effect as putting the LSMS on hold in terms of the status of the SV/Block, and the associated SOA status change notification.  In both cases the SV will not contain the failure, and the notification will not indicate a failure.  Making an LSMS inactive incurs the arguable cost of lost visibility without gaining any of the benefit of the hold feature and its associated ease of recovery for the impacted LSMS.

· Not all LSMS systems are equal in terms of their impact on the ability to complete calls.  Many LSMS systems exist for reasons other than call routing.  The Hold solution offers the industry the possibility of distinguishing between these two categories of LSMS, placing less critical systems on hold, while continuing to generate broadcast failures for more ecosystem-critical LSMS. 

The new iconectiv NPAC implementation of the Hold feature suffers from the flaw of keeping broadcasted SVs/Blocks in “sending” status for as long as an LSMS is on hold.  Since a sending SV/Block cannot have any further porting activity or modifications completed, staying in sending status for an extended duration is an operational problem.  This is why the FRS has a requirement (rollup activity timer - RR6-157) that mandates that an SV/Block will NOT remain in “sending” under any condition for longer than 1 hour.  



This 1 hour limitation imposed by the FRS applies even to the case where an LSMS is stuck in recovery, which is what the new iconectiv implementation is modeled after.  This means that in order to be compliant with the FRS, the implementation needs to change to either complete the rollup of the broadcasted SVs/Blocks within the 1 hour, even when an LSMS is on hold, or to not keep the SVs/Blocks in sending status when an LSMS is on hold.



The current NPAC implementation allows for an LSMS to be on hold for an indefinite period of time.  In the new iconectiv implementation, because a held LSMS causes SVs/Blocks to remain in “sending” status, the PIM indicates that the period for which an LSMS can be on hold should be “brief”.  This time period needs to be qualified to clarify how long an LSMS can remain on hold.



Finally, since the initial purpose of the Hold feature was to allow for a smooth transition from CMIP to XML via the same SPID, we believe the PIM should address in detail how the new implementation achieves that.  These details should include whether or not the SPID needs to be placed in an inactive status, and if so how the broadcasts that occur while the SPID is inactive are eventually recovered.
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