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Final Meeting Notes



	Denver, CO
	Host: CenturyLink






Tuesday/Wednesday July 10-11, 2018
[bookmark: OLE_LINK2]Attendance

	Name
	Company
	Name
	Company

	John Skousen
	10xpeople 
	John Malyar
	iconectiv

	Lisa Marie Maxson
	10xpeople (phone)
	Michael Doherty 
	iconectiv 

	Kim Isaacs
	Allstream/Integra (phone)
	Pat White
	iconectiv

	Renee Dillon
	AT&T
	Steve Koch
	iconectiv 

	Teresa Patton
	AT&T
	Carolee Hall
	Idaho PUC (phone)

	Kyle Belcher
	ATL
	Bonnie Johnson
	Minnesota DOC (phone)

	Anna Kafka
	Bandwidth
	Lynette Khirallah
	NetNumber (phone)

	Lisa Jill Freeman
	Bandwidth (phone)
	Anand Rathi
	Neustar

	Rob Brezina
	Bandwidth
	Marcel Champagne
	Neustar (phone)

	Nancy Cornwell
	Cellcom (phone)
	Shannon Sevigny
	Neustar Pooling (phone)

	Joy McConnell-Couch
	CenturyLink
	Mary Retka
	SOMOS

	Glenn Clepper 
	Charter (phone)
	Ann Fenaroli
	Sprint (phone)

	Kathy Troughton
	Charter (phone)
	Hollie Carrender
	Sprint

	Erik Chuss
	ChaseTech (phone)
	Bob Bruce
	Syniverse (phone)

	Randee Ryan
	Comcast
	Luke Sessions
	T-Mobile

	Tim Kagele
	Comcast (phone)
	Rosemary Leist
	T-Mobile (phone)

	Sheri Pressler
	Frontier Com (phone)
	Amanda Molina
	Townes Telecom (phone)

	Wendy Rutherford
	GVNW (phone)
	Tanya Golub
	US Cellular (phone)

	Deborah Lasher
	iconectiv (phone)
	Bale Pathman
	Verizon Wireless (phone)

	Doug Babcock
	iconectiv
	Deb Tucker
	Verizon Wireless

	George Tsacnaris
	iconectiv
	Kathy Rogers
	Verizon Wireless (phone)




LNPA TRANSITION OVERSIGHT SUBCOMMITTEE MEETING MINUTES:

In order to align more closely with the Federal Advisory Committee Act (FACA) the FCC has received a list of nominees for membership and membership approval was completed. Below are the names of vetted and approved voting members of the LNPA Transition Oversight Subcommittee

LNPA TOSC
Approved Chair    Deborah Tucker, Verizon

	Organization 
	Primary 
	Alternate 

	800 Response
	David Greenhaus
	N/A

	AT&T
	Teresa Patton
	N/A

	ATL
	Brian Lynott
	N/A

	Bandwidth.com
	Lisa Jill Freeman
	Anna-Valeria Kafka

	CenturyLink
	Joy McConnell-Couch
	Phil Linse

	Charter
	Glenn Clepper
	Allyson Blevins

	Comcast
	Randee Ryan
	N/A

	Cox
	Jennifer Hutton
	Beth O’Donnell

	Integra Holdings/Zayo
	Kim Isaacs
	Laurie Roberson

	JSI
	Bridget Alexander
	N/A

	LNP Alliance
	Dave Malfara
	James Falvey

	Minnesota DOC
	Bonnie Johnson
	N/A

	SIP Forum
	Richard Shockey
	N/A

	Sprint
	Suzanne Addington
	

	T-Mobile
	Paula Campagnoli
	Luke Sessions

	Townes Telecommunications Service Corp.  
	Amanda Molina 
	N/A

	Verizon
	Deborah Tucker
	Jason Lee

	Vonage
	Imanu Hill
	N/A

	Windstream
	Scott Terry
	N/A

	
	
	

	
	
	




June 5-6, 2018 Draft LNPA TOSC Meeting Notes Review:

The June 5-6, 2018, LNPA TOSC DRAFT notes were reviewed and approved.  The notes were issued as FINAL.

Updates from Other Industry Groups:

OBF (ORDERING AND BILLING FORUM COMMITTEE) - Randee Ryan – Comcast

WIRELESS SERVICE ORDERING SUBCOMMITTEE
The Wireless Service Ordering subcommittee did not meet since the last TOSC meeting.
The next meeting is scheduled for August 15, 2018

LOCAL SERVICE ORDERING SUBCOMMITTEE

The Local Service Order Subcommittee meeting scheduled for June 21st was rescheduled for July 9th, 2018.

Next Meetings:
LSO will meet
0. August 15, 2018 200 pm ET – 3:00 pm ET

INC (Industry Numbering Committee) – Michael Doherty

INC did not meet in person after the last LNPA TOSC meeting in June, but did participate in 2 virtual meetings (June 26th & 29th).  These were joint meetings of INC, NGIIF, and PTSC to identify feedback to the FCC public notice calling for input for a report on robocalling.

Next Meetings of joint team:
· Joint team (INC NGIIF and PTSC) will hold two virtual meetings. July 10, 2018 & July 16, 2018 to continue work on comments regarding robocalling.  
· It was noted that the FTC recently hosted a workshop in Washington, DC for carriers offering robocalling mitigation techniques. It was suggested that a list of services being offered today may be available from that meeting and could help in addressing the item to list the diverse robocalling solutions currently available.
· Diverse robocall solutions currently available (app based, network based, analytics)
· Comments will be filed July 20, 2018

Next Meetings of INC:
· INC will meet in Denver CO July 17-18, 2018
	Agenda to include:
· Voting for co-Chairs of INC
· Work to continue on consolidation of TBPAG & COCAG documents
· New Issues for discussion include:
· Clarifications to the 9YY NXX guidelines
· Updating of TBPAG Part 1B Form to show information for new NPAC
· Recorded announcements for overlay NPAs

Action Item Status/Updates

ACTION ITEMS OPENED DURING THE JUNE 5-6, 2018 LNPA TOSC MEETING:

· 06052018-01:  Review timer based test cases when Group/RR Test Cases are added to the test plan (NANC 521).  iconectiv will address this as part of NANC 521 and it will be discussed over a few meeting cycles after the Hold/Replay issues from PIMs 108 and 112 are progressed. Ongoing

· 06052018-02:  Regarding Change Order 504 modifications; iconectiv to provide verbiage for the Chairperson to add to the meeting agenda regarding this PIM to describe what needs to be discussed. 
The following paragraph was extracted from the Business Needs section of the draft Change Order NANC 504:  Current NPAC SMS Specifications on Recovery of SVs that were modified are not clear on the data that is recovered.  Clarity is needed so that CMIP LSMS Users can successfully recover SVs that were modified when the LSMS was down. 
Industry discussion recap:
 
Upon evaluation by the industry, it became apparent that only one LSMS had a dependency on the different interpretation.  Given the limited value by only one LSMS taking advantage of that implementation and the increased risk to the industry to modify the new NPAC implementation and recertify all of the LSMS’, the industry decided to not support the CO during transition and to request the one LSMS to remove its dependency. 
Given the potential value if all LSMS’ implemented the behavior, the industry determined this would be a potential future discussion item for the industry post transition.

This Action Item was closed and additional detailed language will be added to PIM 102. 

· New Action Item 07102018-01:  iconectiv will add clarifying language to PIM 102 related to CMIP LSMS users being able to successfully recover SVs that were modified when the LSMS was down.

· 06052018-03:  iconectiv to provide additional detail with timeframes on the iconectiv process for adding new codes to the NPAC.  The attached presentation was discussed and it was mentioned that iconectiv did not take into account the 10 day window that is in the INC COCAG.  Closed Action Item.


· New Action Item 07102018-02:  iconectiv CMA will open a PIM to reconcile the COCAG and FRS requirements regarding adding new codes in the NPAC.

· 06052018-05:  iconectiv to split the Implemented Change Order Summary document into two parts.  Part 1 will end with Release 3.4.8f and Part 2 will begin with Release 3.4.8f and go to the new items implemented with the 4.1 Release. iconectiv reviewed their Document Versioning – 07102018_TOSC Final.pptx presentation during the meeting and agreement was reached on the document versioning. Closed Action Item.
· 06052018-06:  iconectiv to create Doc Only CO NANC 524 to correct requirement RR3-780 in the FRS to reflect the current implementation. The NANC 524 – MUMP File Layouts – Near Term.docx file was reviewed. Closed Action Item.
· 
[bookmark: _MON_1594574328]06052018-07:  iconectiv to create Doc Only CO NANC 525 to provide additional detail on MUMP files and file format in the Appendices of the FRS. This will be similar to the detail provided for BDD and SMURF files. The attached document was reviewed. Closed Action Item.

· 06052018-15:  iconectiv CMA to update Best Practice 73 to use consistent language throughout to reference unauthorized port flows. Best Practice 73 was updated and the document will be kept as an MS Word document for consistency among the posted documents.  It was mentioned that the industry site could use some updating. If the industry wants to do a cleanup, we can investigate what would be needed to achieve that goal at a later point in time.  

· New Action Items 07102018-03 and 07102018-04: Lisa Jill Freeman will update the Best Practice 73 MS Word document for iconectiv to post on the website. Both of these action items were completed shortly after the 7/10/18 meeting. 
Review of Action Items remaining open from previous meetings:
· 01092018-01:  Deb Tucker to discuss with the FCC DFO requirements regarding proper reference of this NANC Sub-Committee and to see if use of “LNPA WG” may continue.  This item remains open.  No direction from FCC yet
· 09122017-05: Change Order 504 modifications to address PIM 102.  This item requires more discussion and should be brought up in future meetings. iconectiv suggested that since it might implicate changes to local systems, it should be deferred until after the transition but that iconectiv would support whenever the industry wanted to discuss iconectiv’s recommended two approaches. This item will be kept open to be addressed after Hold/Replay/Recovery items are finalized.
· 03062018-01: iconectiv to develop a new PIM to address SPID assignment and naming within the FRS.  PIM 117 was developed and accepted during the July meeting. Closed Action Item.
· 03062018-02:  PEs to determine if failover testing for DR should be a required certification test.  The PEs agreed that DR failover testing should be a required certification test.  Closed Action Item.
· New Action Item 07102018-05:  Teresa Patton to develop a new PIM to address DR recertification.
Transition Related Work Items

· Correcting the SPID Type on SPIDs associated with Service Providers but are used for LSMS downloads – The attached PIM - Customer Types was reviewed. There were no objections to performing this cleanup and the PIM was accepted and assigned PIM #116. iconectiv will work with carriers on the specific changes. 


· Re-examination of future dated Pending Ports – The attached PIM - SVs with  future due dates was reviewed. 
· There were no objections to having iconectiv reach out to the companies impacted, but iconectiv should take no action other than sending the list to the impacted SPs.  Service Providers are encouraged to take action to prevent this type of activity from happening and there is no need for a PIM.  iconectiv took an Action Item to work with carriers on any specific changes that are needed.
· 

· New Action Item 07102018-06: iconectiv to work with carriers to cleanup future dated pending ports where necessary. 

SPID Naming Standards – The attached PIM – SPID Naming was reviewed and there were no objections to moving it forward. The PIM was accepted and assigned PIM # 117. The PIM will be updated to include the proposed resolution of placing info on the Knowledge Base.  The PIM will be closed when documentation is final.
· 

· New Action Item 07102018-07: iconectiv will develop a naming convention/M&P document that can be posted on the Knowledge Base section of their portal.

· Cleanup Procedures for “Active Data” – The attached PIM – Not Onboarding SPIDS with Active SV Data was reviewed and there were no objections to moving it forward. The PIM was accepted and assigned PIM # 118.
· 

· Teresa Patton will lead a sub-team created to gather more detail on this issue and to determine if the ATIS INC needs to be involved. 
· Shannon Sevigny explained that there is language in the current INC documents regarding abandoned items and steps to notify NPAC when there is a returned or reclaimed block. 
· Michael Doherty will act as liaison to INC and he will be a member of that team.  All others interested in being on the sub-team should send an email to Teresa. Patton.
Change Control – Change Management Administrator
Change Order Summary – M. Doherty
M. Doherty reviewed the three CO Summary documents (Open, Implemented Pre Transition & Implemented Post Transition). The new document format for NANC Change Orders Post Transition - Implemented COs was accepted and will be utilized going forward. Anand Rathi and Lisa Marie Maxson asked for notice of targeted dates for implementation and upcoming changes. The preference is a two week notice cadence.



PIM and Change Order Review
· NANC 454 – P. White reviewed the CO changes that will be made to the FRS.  
· Once CO changes are accepted, the FRS will be redlined and reviewed at future LNPA meeting(s).
· Some discussion took place as to whether an action item should be created to see how the group wants to handle some of these changes and if sunset changes should be removed from the documents.  Removing them from GDMO/ASN.1 will require vendors to recompile and perform regression re-certification. It was determined that all sunset changes would be made at the same time and not in separate efforts.
· CMA to make actual changes to FRS/IIS/XIS for review at future LNPA mtgs.  
· NANC 460 – sunset items with no local system impact - P. White reviewed the CO changes that will be made to the FRS.  iconectiv needs to create a new change order to strike sunset items from the GDMO.
· New Action Item 07102018-08:  iconectiv to create a new change order to make GDMO and ASN.1 changes associated with  sunset items and required testing.
· CMA to make actual changes to FRS/IIS/XIS for review at future LNPA mtgs
· NANC 461 – P. White reviewed the CO changes that will be made to the FRS. 
· Make actual changes to FRS/IIS/XIS for review at future LNPA mtgs.  
· NANC 517 – P. White reviewed the CO changes that will be made to the Test Cases.
· Remove items from Test Cases  For Sunset items - should the Test Case be entirely removed from the TUTP or should the objective be left in the document with a statement of “Removed with CO XXX”?
· Sunsetting single TN notifications had large impact – additional Test Case impacts to be documented in next version of NANC 461.
· CMA to make actual changes to Test Cases for review at future LNPA mtgs.  
· NANC 524 – P. White reviewed this CO
· J. McConnell-Couch – has had problems with MUMP file process not being smooth.  Can NPAC send a notification back to more than one email and can interim job status be sent in email notification?
· New Action Item 07102018-09:   iconectiv to follow up on the possibility of using more than one email address for MUMP file processing notifications. 
· This CO (Short Term) is fine, but NANC 525 should be discussed further to outline what the TOSC thinks the requirements should cover.
· NANC 525 – P. White reviewed this CO
· Current version of this CO only addresses format.  Behavior enhancements will need to be gathered and captured in the document 
· New Action Item 07102018-10:  Service Providers to provide feedback during the September LNPA TOSC meeting on what enhancements (features – Mass Block Deletes, Mass Block Creates, etc.) they want to see included in the documentation for the overall MUMP process.
· PIM 113 & NANC 527 – SPs were to provide feedback under Action Item 06052018-08. This action item is Closed.
· Feedback – we did receive feedback that we can remove this and we do not need to modify the requirements. 
· Move NANC 527 Status to Requested.  
· PIM 114 – S. Koch reviewed frequency of occurrence
· 05092018-01: Service Providers to provide feedback on expectations related to multiple SVs for the same TN appearing in the SV BDD file. Multiple SVs for the same TN appearing in the SV BDD file does cause a problem for some vendors/providers. Action Item Closed.
· New Action Item 07102018-11:  iconectiv to investigate if there is a secondary sort that will help providers understand which of the multiple TN records should be used and what would be needed to report this information.
· Action Item 06052018-09:  iconectiv to determine the frequency of multiple SVs appearing for a given TN in the full SV BDD file that are generated on a daily basis by monitoring for a week long period and to provide a readout at the July LNPA TOSC meeting. Action Item Closed.
· Subsequent to the meeting the following volume was provided by S. Koch:
· Below are the results of the analysis, based on examining the content of the files for 7 days.
· Average (mean) number of TNs that have more than one record in a single full SV BDD file:  9
· Range of number of TNs that have more than one record in a single full SV BDD file:  0 to 49
· Median number of TNs that have more than one record in a single full SV BDD file:  7
· In terms of total quantity of SV records in the full SV BDD files, the files range from about 43.7 million to 69.8 million records, depending on region and SPID settings.
· PIM 115 – 
· Action Item 06052018-10: Service Providers to verify their usage/need for processing audits based on activation time range and if their vendors will support it. 
· 10X supports this
· VZ Wireless doesn’t use it
· Sprint doesn’t use it
· Keep Action Item open for one more meeting.  If people don’t use it, we can remove the request.
· PIM TBD – Pending SV retention
· Kyle/ATL spoke with Neustar and the observed behavior was the same as Neustar behavior.  PIM can be closed.
PIM & CO Review – PIM 108, 109, 112 – Hold Replay/Recovery
· CMIP Hold/Replay feedback -  
· 06052018-12: Service Providers and Local Vendors to provide feedback at the July LNPA TOSC meeting on the use of Hold/Replay for CMIP (PIM 109). Action Item Closed.
· L. Marie – Would move to withdraw this PIM (109)
· ATT agrees that this PIM should be withdrawn
· iconectiv has received no feedback that this is required and would concur
· Sprint – Agrees to withdraw the PIM
· T-Mobile – Agrees to withdraw the PIM
· No providers were opposed to withdrawing PIM 109
· PIM will be withdrawn with no further action required
· J. Malyar presented a solution on XML Hold/Replay  


· [bookmark: OLE_LINK1][bookmark: OLE_LINK3]Approach included an Active/BAU like connection status and an Initial/Inactive connection status.  
· In the Initial/Inactive status, the LSMS interface is not considered to be part of a broadcast (so won’t appear on Failed SP lists), and XML systems will need to use existing methods such as full and delta BDDs to re-initialize or recover data.
· In the Active/BAU status, local systems are processing messages or temporarily not processing messages, but messages are queued for these systems and will be automatically transmitted to these systems when they start processing messages again.  In this state, LSMSs are considered part of the broadcast and will be put on Failed SP Lists if they do not respond in the appropriate timeframes (15 minutes for single TN, 1 hour for TN range or Block).
· The question is how long can messages be “queued” before a system not processing messages needs to transition to an inactive status.  iconectiv proposed 12 hours as limit, but this really depends on the volume of traffic while the system is down.
· What is the message limit in SWIM recovery – 
· iconectiv – this is tunable between 10K and 100K and currently set to 50K in each region
· L. Marie – ‘Idle’ state should be defined 
· Industry consensus was reached on this approach and also the need to be notified when an LSMS is not processing messages
· Action Item 06052018-13:  iconectiv to provide additional information for the Hold/Replay Long Duration PIM - What does long duration mean?  How long?  What is longest duration needed? - Closed
· Action Item 06052018-14:  Service Providers, Local System Vendors and iconectiv to consider using notifications to the industry for an XML provider that wants to be placed on extended hold. Are Service Providers willing to notify the industry about the extended hold period? – Closed
· New Action Item 07102018-12:  iconectiv to develop Change Orders to address the agreed upon Approach for Recovery, Hold/Replay clarification, and Ordering Resends.
· R. Dillon mentioned that Service Providers should notify the vendors if they are being non-responsive intentionally and get communication out to the industry.

Unfinished/New Business:

· The participants agreed to have a conference call meeting August 8, 2018 10-11 AM Eastern.  
· New Action Item 07102018-13: Syniverse will see if they can host the November 6-7, 2018 meeting at their office in Tampa
· J. Malyar mentioned that the group will need to begin discussion of the Industry Release Schedule as well as begin prioritization of Change Orders. This will be added to the September meeting agenda.
· Blackout Dates and SPID migration schedules should be on the Agenda for September but they are not Transition related activities.  Deb Tucker to follow up with the DFO.

2018 Meeting Schedule:
January 9-10, 2018 - F2F – San Diego, CA hosted by iconectiv
February 14, 2018 – call 10 Eastern
March 6-7, 2018 - F2F – Durham, NC hosted by Bandwidth
April 4, 2018 – call 10 Eastern
April 24-25, 2018 F2F – Overland Park, KS hosted by Sprint
May 9, 2018 – call
June 5-6, 2018 – F2F – Jacksonville, FL hosted by Neustar
July 10-11, 2018 – F2F – Denver, CO
August 8, 2018 – call 10 Eastern 
September 11-12, 2018 – F2F Alpharetta, GA hosted by Verizon
October 10, 2018 – call 10 Eastern 
November 6-7, 2018 – F2F Tentative – Tampa, FL hosted by Syniverse
December 5, 2018 – call (if needed)

July 2018 Meeting Adjourned:
Having completed the agenda for the July 10-11, 2018, LNPA Transition Oversight Sub-Committee meeting the meeting adjourned.  


Next Full Meeting … September 11-12, 2018:  Location Alpharetta, GA…Hosted by Verizon Wireless
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NANC 525 - MUMP File Layouts - Long Term.docx
NANC 525 – MUMP File Layouts – Long Term

Origination Date:  07/10/17

Originator:  iconectiv

[bookmark: _Toc72227019]Change Order Number:  NANC 525

Description:  MUMP File Layouts – Long Term

Functional Backwards Compatible:  Yes



IMPACT/CHANGE ASSESSMENT





		DOC

		FRS

		IIS



		

		Y

		N







		CMIP

		GDMO

		ASN.1

		NPAC

		SOA

		LSMS



		

		N

		N

		N

		N

		N







		XML

		XIS

		XSD

		NPAC

		SOA

		LSMS



		

		N

		N

		N

		N

		N









Business Need

The FRS requirement concerning the layout of the Mass Update Mass Porting (MUMP) file template that can be used to upload MUMP data to be used as input for MUMP jobs is at a high level and does not accurately identify the file layout.  This doc-only change order provides a longer term view with specific requirements for MUMP File formats.  Also see change order NANC 524 for a near term view of MUMP File formats and PIM 107.



Description of Change:

Changes detailed below.



FRS:



Update requirement RR3-780 in the FRS to provide specific MUMP File formats and layouts.



[snip]

RR3-780	Mass Update File Upload Capability – Template



NPAC Low-Tech Interface shall accept file data from a spreadsheet template as input data for a Mass Update request.  The spreadsheet template shall include header data to describe general information about the Mass Update/Mass Porting (MUMP) job to be performed that applies to any type of MUMP job as well as Detail Data to define the SVs or Blocks involved and specific information about those SVs or Blocks (e.g., LRN) to be used for the MUMP job.  



There will be a separate spreadsheet template for each type of MUMP Job, including Mass Update, Mass Create, Mass Release, Mass Activate, Mass Disconnect, and Mass Create-Activate.  The content and layout of each MUMP spreadsheet template is as defined in Appendix XX of the FRS.   (previously NANC 444, Req 1, NANC 525)



Note:  The accepted formats will be all standard MS-Excel (xlsx).



Note:  The file layout will include:

· Header Data:

· Job Type (valid values:  Mass Update, Mass Create, Mass Release, Mass Activate, Mass Disconnect, Create-Activate)

· SPID (valid NPAC SPID value)

· Select By (valid value:  TN/PB List)

· Scheduled Date (mm/dd/yyyy hh:mm)

· Case Number (optional, maximum 10 characters)

· Job Name (required, maximum 100 characters)

· Suppress Notification to Initiator SP (valid values:  TRUE, FALSE)

· Suppress Notification to Request SP (valid values:  TRUE, FALSE)

· Suppress Notification to Other SP (valid values:  TRUE, FALSE)

· Detail Data:  (specific to requested Job Type)

· One line per TN/TN Range or PB/PB Range

· TN example:  1112223333 or 1112223333-4444

· PB example:  1234567 or 1234567-8

· Update data is Job Type specific, for example, for Mass Update, Mass Create, and Mass Create-Activate, it will include:

· LRN (optional)

· LIDB DPC (optional)

· CNAM DPC (optional)

· CLASS DPC (optional)

· ISVM DPC (optional)

· WSMSC DPC  (optional, only if supported by SPID)





Appendix XX: MUMP File Layouts - TBD

Page 2 of 2
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PIM Customer Types.doc
NANC – LNPA Working Group
                     
Problem/Issue Identification Document




LNP Problem/Issue Identification and Description Form


Submittal Date (mm/dd/yyyy):  07/05/2018

Company(s) Submitting Issue:_iconectiv (LNPA)

Contact(s):  Name George Tsacnaris_



         Contact Number 7 3 2 /6 9 9 /7 6 2 7


         Email Address   gtsacnaris@iconectiv.com

(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)

1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)


Over time the Typing of SPIDs was inconsistent manifesting in X SPIDs that were created for use for Associations to receive LSMS downloads. 

Previously some of these SPIDs were typed as Wireless or Wireline because the Service Provider requesting the SPID was Wireless and Wireline. As time went on, newer SPIDs were Typed correctly utilizing the Non-Carrier Type with a /3 suffix in their Name. 

It would be beneficial to reset the type on Non-Carrier SPIDs to match the other SPIDs that exist with a /3 suffix (type) to allow for proper alignment and consistency going forward.                                                       


2. Problem/Issue Description: (Provide detailed description of problem/issue.)


A.   Examples & Impacts of Problem/Issue: 


There are approximately 60 active SPIDs that are X SPIDs used for LSMS downloads that are Typed inconsistent with their use. 

There are about another 100 SPIDs that are no longer active/in-use (did not onboard to iconectiv) in this category and these will eventually be removed from NPAC. 

B.   Frequency of Occurrence: 


One time effort that will synch up current SPID data, specifically Customer Type. 


C. NPAC Regions Impacted:


 Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     


 West Coast___  ALL X

D.  Rationale why existing process is deficient: 


The existing SPIDs that are used for LSMS downloads are not all typed consistently, which provides a misleading representation of types of SPIDs on certain reports. 


E.   Identify action taken in other committees / forums: __________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________


F.   Any other descriptive items: __________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________


3. Suggested Resolution: 


Update the impacted SPIDs to be Non-Carrier, which will result in the /3 suffix (type) on their name. 

It will allow proper alignment of all Customer Types for SPIDs and will also allow consistency going forward. 

LNPA WG: (only)


Item Number: __ __ __ __



Issue Resolution Referred to: _________________________________________________________

Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________


1

1
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PIM SVs with Future Due Dates.doc
NANC – LNPA Working Group
                     
Problem/Issue Identification Document




LNP Problem/Issue Identification and Description Form


Submittal Date (mm/dd/yyyy):  07/05/2018

Company(s) Submitting Issue:_iconectiv (LNPA)

Contact(s):  Name George Tsacnaris_



         Contact Number 7 3 2 /6 9 9 /7 6 2 7


         Email Address   gtsacnaris@iconectiv.com

(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)


1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)


During various data analysis relating to NPAC transition, it was observed that there are Pending SVs in NPAC that have a future due dates beyond 12/31/18 or more than 6 months beyond the current date. 

The industry should consider if some action should be taken for these Pending SVs. 

Providers are reserving TNs by porting with due dates well into the future, up to 19 years, 2037. This may prevent other carriers from porting those numbers in a competitive manner.

In 2011, it was determined (see below) that some Pending intra-SV ports were used to protect service providers’ own administrative telephone numbers from being inadvertently ported.

2. Problem/Issue Description: (Provide detailed description of problem/issue.)


A.   Examples & Impacts of Problem/Issue: 

As of the end of June 2018, the following below summarizes the scope of the observation:

In the Mid-Atlantic region, there are currently about 9,919 Pending SVs that have a future due date beyond 12/31/18. A total of about 1,829 SVs have a Future Due Date in the year 2037.


In the Midwest region, there are currently about 990 Pending SVs that have a future due date beyond 12/31/18. A total of about 6 SVs have a Future Due Date in the year 2037 and 821 in 2036.

In the Northeast region, there are currently about 3,625 Pending SVs that have a future due date beyond 12/31/18. A total of about 952 SVs have a Future Due Date in the year 2037.

In the Southeast region, there are currently about 1,851 Pending SVs that have a future due date beyond 12/31/18. A total of about 2 SVs have a Future Due Date in the year 2037 and 1,119 in 2036.

In the Southwest region, there are currently about 1,594 Pending SVs that have a future due date beyond 12/31/18. A total of about 17 SVs have a Future Due Date in the year 2037 and 586 in 2036.

In the WestCoast region, there are currently about 1,341 Pending SVs that have a future due date beyond 12/31/18. A total of about 186 SVs have a Future Due Date in the year 2037 and 1047in 2036.

In the Western region, there are currently about 319 Pending SVs that have a future due date beyond 12/31/18. A total of about 12 SVs have a Future Due Date in the year 2037 and 167 in 2035.                                                    

B.   Frequency of Occurrence: 


C. NPAC Regions Impacted:


 Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     


 West Coast___  ALL X

D.  Rationale why existing process is deficient: 

There is no process in place for Pending SVs with Future Due Dates and no limit on what Due Dates may be entered on porting requests.

This was discussed in 2011 at the LNPA WG meeting. 

The meeting notes indicate that a cleanup may have taken place but it is not entirely clear if that was the case. No changes to NPAC functionality were made at the request of the service providers and the previous PIM was closed.

E.   Identify action taken in other committees / forums: 


F.   Any other descriptive items: __________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________


3. Suggested Resolution: 


If the Service Providers want to take any action regarding this situation a process should be developed.


Below is just one option for consideration and discussion.

The LNPA will query Pending SVs that have future Due Dates more than six months in the future to facilitate a potential cleanup of such records. This procedure will continue twice a year following the initial cleanup. 

The LNPA will notify the New SP of their pending SVs via email and allow for 30 days for a response or for the New SP to take action themselves. After the 30 days, the LNPA will cancel the Pending SVs to allow competitive ports to occur.

Open Question: Providers could work around any threshold (such as Due Date 6 months or more in the future) by setting the Due Date to 1 day less than the threshold.

If the customer informs the LNPA that intra-ports with future due dates are valid, such as to prevent porting of administrative TNs, and should not be cancelled, the LNPA will note this for their records to avoid inquiring about the same TNs. Newly observed intra-ports will be raised to the service provider. 


LNPA WG: (only)


Item Number: __ __ __ __



Issue Resolution Referred to: _________________________________________________________

Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________
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Problem/Issue Identification Document




LNP Problem/Issue Identification and Description Form


Submittal Date (mm/dd/yyyy):  07/05/2018

Company(s) Submitting Issue:_iconectiv (LNPA)

Contact(s):  Name George Tsacnaris_



         Contact Number 7 3 2 /6 9 9 /7 6 2 7


         Email Address   gtsacnaris@iconectiv.com

(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)


1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)


One function of the LNPA is to assign SPIDs (NPAC Customer ID) and Names for approved applicants to NPAC. During the transition, iconectiv presented its SPID Naming methodology. No such defined methodology has existed in the past. For future clarification, LNPA TOSC members suggested to have certain specifications regarding the assignment of Names put in place. 

The FRS Data Model states that a User must have two things:


1. R4-6 An NPAC Customer ID (4 characters): An alphanumeric code which uniquely identifies an NPAC Customer.


2. R4-8 A NPAC Customer Name (40 characters): A unique NPAC Customer Name (including slash indicator, 38 +2)


2. Problem/Issue Description: (Provide detailed description of problem/issue.)


A.   Examples & Impacts of Problem/Issue: 


During transition, it has been observed that SPID names were inconsistent and incorrect. Some clean up has already been done by iconectiv, specifically removing or adding Service Bureau acronyms to SPID Names, to match their current configuration. In order to make the entire naming process more transparent, requirements can be put in place that the LNPA will follow.

B.   Frequency of Occurrence: 


Done on an “as needed” basis for new SPIDs or based on situations that occur. For example, when a SPID becomes a Service Bureau customer or no longer uses a Service Bureau. 


C. NPAC Regions Impacted:


 Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     


 West Coast___  ALL X

D.  Rationale why existing process is deficient: 


There is no current SPID naming process, as defined in the FRS, in place for the NPAC.


E.   Identify action taken in other committees / forums: ____________________________________________________________________________________________________________________________________________________________________________


F.   Any other descriptive items: ____________________________________________________________________________________________________________________________________________________________________________

3. Suggested Resolution: 


A more standard SPID assignment and naming process can be put in place as follows:

- The core portion of any SPID name will be based upon the name of the company that is applying to become an NPAC User or PTRS User. The core portion of the name assigned to an altSPID is based upon the requested name coming from an existing NPAC User.


- Service Provider SPIDs used for porting will be assigned based on the company’s OCN.

- Assignment of the SPID value for PTRS/Non-Carriers and altSPIDs will start with an ‘X’. This includes SPIDs used by Service Providers for non-porting purposes.

- The name for SPIDs requested by Service Providers to use in the altSPID or lastaltSPID attribute on porting requests will be prefixed by “alt_” for identification purposes.

- VoIP Providers that are categorized in NPAC as PTRS, because they do not obtain number resourcing from NANPA and do not have an OCN, will be assigned a SPID starting with an ‘X’. 


- Indication of the Service Bureau providing SOA porting support for a SPID will be included in the name as an abbreviation preceded by a ‘-‘. (See the list below).


- Abbreviations will be used in SP names in order to keep within the 38 available character limit.

- The SP Name is suffixed with the SP Type (/1, /2, /3, /4). 

Informational points – these would not become requirements:


- No changes to existing names made (no mass cleanup) unless a future event occurs, such as changes with their Service Bureau. 

- The SPID is not embedded in the SP name unless needed for regional uniqueness. 

Service Bureau abbreviations – these will change over time: 

ATLC – ATL Communications 

Bright – Bright

EESP – EESPRO INC


FPC – Fairpoint Communications (Grandfathered) 

GVNW – GVNW CONSULTING, INC.


ICORE – ICORE CONSULTING, LLC


IST – Interstate Telecom


NSR – Neustar 


NYAB – New York Access Billing 


S&A – Strachan and Associates 


SVR – Syniverse 


TCA – TCA

New Service Bureau abbreviations should be 4 characters or less unless a constraint exists. This allows up to 33 characters for the Service Provider’s actual Name (33 plus a dash plus 4 character SB abbreviation plus 2 character Type suffix, such as /1)

LNPA WG: (only)


Item Number: __ __ __ __



Issue Resolution Referred to: _________________________________________________________

Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________
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NANC – LNPA Working Group
                     
Problem/Issue Identification Document




LNP Problem/Issue Identification and Description Form


Submittal Date (mm/dd/yyyy):  07/05/2018

Company(s) Submitting Issue: iconectiv (LNPA)

Contact(s):  Name George Tsacnaris_


         Contact Number 7 3 2 /6 9 9 /7 6 2 7


         Email Address   gtsacnaris@iconectiv.com

(NOTE: Submitting Company(s) is to complete this section of the form along with Sections 1, 2 and 3.)


1. Problem/Issue Statement: (Brief statement outlining the problem/issue.)


During transition, iconectiv was required to outreach to every SPID defined in the NPAC database or assigned to an NPAC user. One discovery was that some SPIDs were either choosing to not onboard or Out of Business. In most cases this was benign with no impact. 

However, further investigation led iconectiv to see that some of these SPIDs had Active or Pending SVs, LRNS, NPA-NXXs, or NPA-NXX-Xs in the NPAC regional database.

2. Problem/Issue Description: (Provide detailed description of problem/issue.)


A.   Examples & Impacts of Problem/Issue: 


There are currently about 700,000 Active or Pending SVs for the SPIDs that did not Onboard to iconectiv or are no longer in business. 

If no action is taken on this any Active TNs will not be released back to the Code Holder and Pending SVs will not be able to be ported and Numbering resources (NPA-NXX, NPA-NXX-X) may not be utilized efficiently.

There are also over 1,000 NPA-NXX codes and over 1,200 LRNs assigned to SPIDs that did not Onboard to iconectiv or are no longer in business. The number of NPA-NXX-X codes assigned to SPIDs that did not Onboard to iconectiv or are no longer in business has not yet been fully quantified but will be in the thousands.

B.   Frequency of Occurrence: 


This problem occurred once during transition. However, going forward, there will be other companies that go out of business and this same proposed procedure/solution (below) would be followed by the LNPA to ensure best use of numbering resources and support for competitive porting.

C. NPAC Regions Impacted:


 Mid Atlantic ___ Midwest___ Northeast___ Southeast___ Southwest___ Western___     


 West Coast___   ALL X

D.  Rationale why existing process is deficient: 


There currently is no process in place for the cleanup of data associated with Not Onboarding or no longer in business SPIDs. The original goal was to remove SPIDs that are not onboarding or no longer in business to the iconectiv NPAC, but the presence of data does not allow for that to happen. Therefore, the data needs to be cleaned up in order to facilitate the removal of Not Onboarding or no longer in business SPIDs to take place. If no action is taken on this, Active TNs will not be released back to the Code Holder and Pending SVs will not be able to be ported and numbering resources may not be effective utilized.

Note: The transition SPIDs that did not Onboard or were determined Out of Business do not have access to the iconectiv NPAC in any manner.


E.   Identify action taken in other committees / forums: 


F.   Any other descriptive items: ______________________________________________________________________________________


3. Suggested Resolution: 


There should be a procedure in place for SPIDs (Not Onboarding or out of business) with Active or Pending SVs, or LRNs, NPA-NXXs, and NPA-NXX-Xs, that includes:

-Releasing TNs that have been held can be snapped back to the Code Holder or Block Holder

-Reassigning numbering resources


to allow the (obsolete) SPID to be properly handled within the NPAC.

The LNPA would like to do an additional outreach via email to the in-business/ reachable SPIDs that choose not to Onboard stating that some action will need to be taken within 30 days. These companies have previously been notified of this situation. This will give these companies another chance to proactively take action. iconectiv suggests these service providers use the available channels (PA, NANPA) to address the NPA-NXX and NPA-NXX-X codes.


The LNPA will work with any company thru the Account Management team to implement changes, such as Disconnects, Cancels, or SPID Migrations, since the company does not have access to the NPAC themselves.

iconectiv will provide a list of impacted obsolete SPIDs (Out of Business and not reachable SPIDs and Not Onboarding) to the NANPA and PA asking for further direction forward. 

In separate efforts, both the NANPA and PA do contact iconectiv on an as needed basis to verify NPAC records, which at times result in the removal of NPAC records. This includes using established industry processes, which involve both the NANPA and PA recovering relinquished and/or abandoned number resources. 


Although such processes exist it appears there are many resources assigned to Company/SPIDs that iconectiv has determined are currently out of business and have not been determined otherwise by the other Administrators or the previous LNPA.


Going forward the LNPA will attempt to be proactive in identifying companies/SPIDs that have gone out of business to engage in more timely data resolution.


The LNPA would like the LNPA TOSC to provide direction for the LNPA to take actions on the data for the SPIDs that are Out of Business and are not reachable and SPIDs that were  reached, but did not onboard (by choice), and have not cooperated in the data cleanup efforts. This cleanup will be done once for the particular group of Not Onboarding or no longer in business SPIDs with Active or Pending SVs.


Proposed Actions within NPAC directly:

If a SPID only has Active SVs, the LNPA can submit a Disconnect to cause the Snapbacks to the Code or Block Holder.

Once the Active SVs are cleared, the LNPA can then delete any associated LRNs which are no longer in use.

Once the LRNs are deleted, the LNPA can remove the (obsolete) SPID. 


If a SPID only has NPA-NXX or NPA-NXX-X codes the LNPA will work with the NANPA and PA to have them reassign those resources.

If any SPID has Pending SVs as the New SP, the LNPA will cancel them. 

LNPA WG: (only)


Item Number: __ __ __ __



Issue Resolution Referred to: _________________________________________________________

Why Issue Referred: __________________________________________________________________ ____________________________________________________________________________________________________________________________________________________________________________
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		Release #/ Target Date
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		Category
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		PIM #

		Go To Link



		[bookmark: OLE_LINK3][bookmark: OLE_LINK4][bookmark: OLE_LINK5][bookmark: OLE_LINK6][bookmark: OLE_LINK7]

		NANC 403 – Allow Recovery Messages to be sent only during Recovery

		Accepted

		Open

		

		NANC403



		

		NANC 419 – User Prioritization of Recovery-Related Notifications

		Accepted

		Open

		

		NANC419



		

		NANC 437 – Multi-Vendor NPAC SMS Solution

		Accepted

		Open

		

		NANC437



		

		NANC 447 – NPAC Support for CMIP over TCP/IPv6

		Accepted

		Open

		

		NANC447



		

		NANC 449 – Active/Active SOA Connection to NPAC – same SPID

		Approved SOW

		Open

		

		NANC449



		

		NANC 453 - Change Definition and Disallow use of Inactive SPID

		Approved SOW

		Open

		

		NANC453



		

		NANC 454 - Remove Unused Messages from the NPAC

		Approved SOW

		Open

		

		NANC454



		

		NANC 457 – SPID Migration TN Count

		Accepted

		Open

		

		NANC457



		

		NANC 460 - Sunset List Items

		Approved SOW

		Open

		

		NANC460



		

		NANC 461 – Sunset List Items – Local System Impact = Yes 

		Approved SOW

		Open

		

		NANC461



		

		NANC 467 – ASN.1 – lnpRecoveryComplete

		Open

		Open

		

		NANC467



		

		NANC 471 – ASN.1 – SV DisconnectReply

		Open

		Open

		

		NANC471



		

		NANC 472 – ASN.1 – Audit Discrepancy Report

		Open

		Open

		

		NANC472



		

		NANC 473 – ASN.1 – Address Information

		Open

		Open

		

		NANC473



		

		NANC 474 – ASN.1 – SWIM Recovery

		Open

		Open

		

		NANC474



		

		NANC 477 – GDMO – Service Provider Type

		Open

		Open

		

		NANC477



		

		NANC 478 – ASN.1 – Pre-Cancellation Status of Disconnect-Pending

		Open

		Open

		

		NANC478



		

		NANC 481 – GDMO Behavior Doc-Only Clarifications

		Next Doc Release

		OpenImplemented

		

		NANC481



		

		NANC 484 – XML – Removal of Optional Data Values

		Open

		Open

		

		NANC484



		

		NANC 492 – Sunset items 5.1 and 5.2 – Audit Notifications

		Open

		Open

		

		NANC492



		

		NANC 493 – Recovery – Association Functions

		Approved SOW

		Open

		

		NANC493



		

		NANC 494 – RR6-237 – XML Message Delegation

		Approved SOW

		Open

		

		NANC494



		

		NANC 497 - NPAC Customer ID in CMIP Key Exchange Files 

		Accepted

		Open

		

		NANC497



		

		NANC 498 - Multiple Associations

		Approved SOW

		Open

		

		NANC498



		

		NANC 500 - CMIP User ID Field Validation

		Approved SOW

		Implemented

		89

		NANC500



		

		NANC 501 – CMIP Synchronization Field Validation

		Approved SOW

		Implemented

		90

		NANC501



		

		NANC 502 – XML Optional Data Validation

		Approved SOW

		Implemented

		92

		NANC502



		

		NANC 503 - Error Code File Clarification

		Next Doc Release 

		Implemented

		

		NANC503



		

		NANC 505 - Date/Time Stamp Format

		Approved SOW

		OpenImplemented

		91

		NANC505



		

		NANC 506 - Not Filter

		Approved SOW

		Implemented

		94

		NANC506



		

		NANC 507 - Effective Release Date Disc

		Approved SOW

		OpenImplemented

		95

		NANC507



		

		NANC 508 - Recovery SPName

		Approved SOW

		OpenImplemented

		96

		NANC508



		

		NANC 509 - Modify PendingOLDSPAuth

		Approved SOW

		Implemented

		97

		NANC509



		

		NANC 510 - Network Data Delete Recovery

		Approved SOW

		OpenImplemented

		98

		NANC510



		

		NANC 511 - SV Query Response RDN

		Approved SOW

		OpenImplemented

		99

		NANC511



		

		NANC 512 - SP Recovery Request RDN 

		Approved SOW

		OpenImplemented

		100

		NANC512



		

		NANC 513 - LSMS Query Response Attributes 

		Approved SOW

		OpenImplemented

		101

		NANC513



		

		NANC 514 - XML Query Requests – Double Quotes

		Accepted

		Implemented

		

		NANC514



		

		NANC 515 - XML Messages – Boolean Attributes

		Accepted

		Implemented

		

		NANC515



		

		NANC 516 - XML Messages – Extraneous SPIDs

		Accepted

		Implemented

		103

		NANC516



		

		NANC 517 - Turn-Up Test Plan Doc-Only Clarification

		Next Doc Only

		Open

		

		NANC517



		

		NANC 518 - PTO SV Create FRS Doc-Only Change

		Next Doc Only

		Implemented

		093

		NANC518



		

		NANC 519 - BDD File Compression

		Accepted

		Open

		104

		NANC519



		

		NANC 520 - SIC SMURF Naming Convention – Doc Only

		Next Doc Release

		Open

		105

		NANC520



		

		NANC 521 - Group & RR Testing – Doc Only

		Next Doc Release

		Open

		

		NANC521



		

		NANC 522 – BDD File SSN Field

		Accepted

		Requested

		106

		NANC522



		

		NANC 523 – Implicit NPAC SMS Requirements

		Open

		Requested

		110

		NANC523



		

		NANC 526 – SIC SMURF File Production

		Accepted

		Requested

		111

		NANC526



		

		NANC 527 – Modify SV No AVC

		Accepted

		Open

		113

		NANC527



		

		

		

		

		

		





[bookmark: _Toc491335589]

Legend





· Release #/Target Date – Number and date of development release in which changes will be made to support Change Order

· Change Order Number – Description/Name – Number and name assigned by CMA after CO has been accepted.

· Originator – Company that created the Change Order

· Date Accepted – Date the Change Order was accepted by LNPA Transition Oversight Sub Committee

· Description – Name of the Change Order and the Business Need as defined in the Change Order itself 

· Category –Category where Change Order currently resides in the process

· Open

· Accepted

· Next Doc Release

· Development Release

· Awaiting SOW

· Approved SOW

· Cancel-pending

· Status – Status of Change Order shown on NPAC website

· Closed – The change order was considered and rejected.

· Open – The change order has been considered and there may be further discussion.

· Implemented – The change order was adopted and has been implemented in the NPAC system.   It will remain in the NANC CO Summary – Open COs for 1 cycle then be moved to the NANC CO Summary – Implemented COs document

· Requested – The LNPA WG has asked the NAPM LLC to arrange for the change order's implementation, but the change order is not yet implemented.

· Notes – Additional detail on the Change Order status

· NPAC Level Of Effort – This field defines the Level of Effort to implement the Change Order (Low, Medium or High)

· Systems Impacted – CMIP or XML –This field indicates if there is an impact to the Local System (SOA or LSMS).  Choices are: Yes or No 

· PIM # - This is the Problem Identification Management number of the PIM associated with the NANC Change Order.

· Go To Link – This is a link to the actual Change Order Detail.




		Change Order Details



		Chg Ord #

		Originator Accept Date

		Description

		Category

		Notes

		Level of Effort



		

		

		

		

		

		NPAC Neustar

		NPAC iconectiv

		SOA LSMS



		NANC 403

		NeuStar



3/30/05

		Allow Recovery Messages to be sent only during Recovery



The current documentation does NOT specifically state that ALL recovery messages should only be sent to the NPAC during recovery (it is currently indicated for notifications and SWIM data).  This change order will clarify the documentation to include ALL data.



This will require some operational changes for Service Providers that utilize Network Data and/or Subscription Data recovery while in normal mode.



		Accepted

		Func Backward Compatible:  Yes



The proposed solution is to update the FRS, IIS and GDMO recovery description to indicate that network data and subscription data recovery requests sent during normal mode will be rejected.



No sunset policy will be implemented with this change order.





		Low

		None / None-Med

		



		NANC 419

		AT&T

3/15/07

		User Prioritization of Recovery-Related Notifications



Business Need:

The existing NPAC Notification Priority process only allows a certain type of notification to have a different priority from another type.  Using this method, however, SOAs cannot distinguish between the reasons for a certain type of notification.  For example, a Status Attribute Value Change notification could indicate that all LSMSs successfully responded and a pending SV is moving to active, or it could indicate that a discrepant LSMS has just completed recovery and a partial-failure SV is moving to active.



As a result, an SP that is recovering SVs could cause the activating SOA to experience unintended delays in receiving notifications for different activities because the recovery process generates its own set of notifications.  This unintended delay could happen hours after the initial activity, when the SOA is otherwise relatively lightly loaded, causing confusion to the SOA users.





		Accepted

		Func Backward Compatible:  TBD



Develop a mechanism that further defines certain notifications as initiated by regular activity versus recovery activity.  With this change order the two instances would be differentiated, and an SP could indicate a different prioritization for one versus the other.



May ’07 APT:

The business need/scenario was explained during the APT meeting, with agreement from the group that the text captured the current business need.  The group also agreed to recommend acceptance of this change order by the LNPAWG.  The CMA will add additional text to this change order, then send out prior to the Jun ’07 LNPAWG con call, with a recommendation of approval from the APT.



Example of current notification:

Notification -- L-11.0 A1 SV SAVC Activates to new SP priority.

Definition -- When an INTER or INTRA SV has been created in the Local SMSs (or ‘activated‘ by the SOA) and the SV status has been set to:  Active or Partial-Failure. The notification is sent to both SOAs: Old and New. If the status has been set to Partial-Failure, this notification contains the list of Service Providers (SP) LSMSs that have failed to receive the broadcast.





		Med

		None / None

		



		NANC 437

		Telcordia



1/8/09

		Multi-Vendor NPAC SMS Solution



Business Need:

Refer to separate document.







		Accepted

		Func Backward Compatible:  TBD



Jan ’09 LNPAWG, discussion:

A walk-thru of the proposed solution took place.  Telcordia will be providing addition information prior to the Mar ’09 LNPAWG meeting.



Mar ’09 LNPAWG, discussion:

A walk-thru of some of the documents provided in Feb were reviewed.  Further review will take place during the Apr con call, and the May face-to-face mtgs.



May ’09 – Jul ‘10 LNPAWG, discussion:

The group has continued reviews during the monthly mtgs.



		TBD

		TBD

		



		NANC 447

		AT&T



11/01/11

		NPAC Support for CMIP over TCP/IPv6



Business Need:

Refer to separate document.







		Accepted

		Func Backward Compatible:  Yes



Nov ’11 LNPAWG, discussion:

A walk-thru of the proposed change order took place.  The group accepted the change order.



Mar ’12 LNPAWG, discussion:

The group agreed to forward the change order to the NAPM LLC, to request an SOW from Neustar.



Jan ’13 status update:

The NAPM LLC has withdrawn the SOW request.  This change order moves back into the Accepted category.



		TBD

		TBD

		



		NANC 449

		Comcast



3/14/12

		Active/Active SOA Connection to NPAC – same SPID



Business Need:

Refer to separate document.







		Approved SOW

		Func Backward Compatible:  Yes



Mar ’12 LNPAWG, discussion:

A walk-thru of the proposed solution took place.  The group accepted the change order.



May ‘12 – Jan ‘14 LNPAWG, discussion:

The group has continued reviews during the monthly mtgs.



Mar ’15 LNPAWG, discussion:

Renewed interest in this change order.  The change order will be brought up-to-date, and discussed at the next meeting.



May ’15 LNPAWG, discussion:

Reviewed March updates to this change order.  More updates will be discussed at the next meeting.



Jul ’15 LNPAWG, discussion:

Reviewed May updates to this change order.  More updates will be discussed at the next meeting.



Sep ’15 LNPAWG, discussion:

Reviewed July updates to this change order.  No additional changes at this time.  Version 12 is the baseline version.  It is now available for a release.



		TBD

		TBD / N/A

		



		NANC 453

		Verizon



5/08/13

		Change Definition and Disallow use of Inactive SPID



Business Need:

Refer to separate document.







		 Approved SOW

		Change Order was approved and accepted.

This Change Order has been sent to the NAPM LLC



Func Backward Compatible:  Yes



Jun ’13 LNPAWG, discussion:

A walk-thru of the proposed short-term solution took place, and an action item was assigned to determine the viability of a SPID Delete when active SVs exist with that SPID as the Old SP value.



Jul ‘13 LNPAWG, discussion:

The group accepted the change order.  Both the short-term and the long-term solution will be discussed in the Sep meeting.



Sep ‘13 LNPAWG, discussion:

The group accepted the short-term solution.  It will be performed during the 9/15 maintenance window.



		CMIP – None

XML – None



		CMIP – Yes

XML – None



		CMIP

SOA – None

LSMS – None



XML

SOA – None

LSMS - None





		NANC 454

		LNPA WG



5/07/13

		Remove Unused Messages from the NPAC



Business Need:

Refer to separate document.







		Approved SOW

		Change Order was approved and accepted.

This Change Order has been sent to the NAPM LLC



Func Backward Compatible:  Yes



Jul ’13 LNPAWG, discussion:

During the discussion of messaging in NANC 372, XML Interface, it was recommended that the capability for service providers to manage their own NPA-NXX Filters not be included in the XML interface because Neustar has been unable to identify any instances where service providers used that feature in the CMIP interface in production.  This item of unused messages also applies to the Operational-Info message for scheduled downtime (never used in production).



A walk-thru of the proposed solution took place, and the group accepted the change order.  Details will be added to the document and it will be discussed in the Sep meeting.



Sep ‘13 LNPAWG, discussion:

The group accepted the change order.  It is now available for a release.



		CMIP – Yes

XML – None



		CMIP – TBD

XML – TBD



		CMIP

SOA – None

LSMS – None



XML

SOA – None

LSMS - None





		NANC 457

		LNPA WG



7/09/13

		SPID Migration TN Count



Business Need:

Refer to separate document.







		Accepted

		Func Backward Compatible:  Yes



Jul ’13 LNPAWG, discussion:

As a follow-on to the discussion from the May ’13 meeting, the group agreed that now that we have all EDR LSMSs, it does not make sense to include pooled SVs in the count of affected SVs for a SPID Migration.  In order to change the count method, a software modification will be required.



Sep ‘13 LNPAWG, discussion:

Volume limits and SCP impacts were discussed.  More discussion at the Nov meeting.



Nov ‘13 LNPAWG, discussion:

No issue on SCP side.  The group agreed to change the “count method” to be ported SVs plus number pool blocks.



Jan ‘14 LNPAWG, discussion:

No additional changes at this time.  It is now available for a release.



		TBD

		N/A / N/A

		



		NANC 460

		LNPAWG

7-7-15

		Sunset List items



Business Need:

Refer to separate document.







		Approved SOW

		Change Order was approved and accepted.

This Change Order has been sent to the NAPM LLC



		CMIP – None

XML – None



		CMIP – TBD

XML – TBD



		CMIP

SOA – None

LSMS – None



XML

SOA – None

LSMS - None





		NANC 461

		LNPA WG



7/7/15

		Sunset List Items – Local System Impact = Yes



Business Need:

From the NPAC sunset discussions, the list should be divided into two groups, those that have no local system impact, and those that have a local system impact.





This list contains the items that do have a local system impact:

· 1.1 – Sunset the ability for Service Providers to update their CMIP network data in their customer profile.  Remove TCs 8.1.1.2.1.4 and 8.1.1.2.2.4 when this capability is removed from the NPAC.

· 1.3 – Sunset unused Customer Contact information on NPAC Admin GUI and LTI





		Approved SOW

		Change Order was approved and accepted.

This Change Order has been sent to the NAPM LLC



Func Backward Compatible:  No



See details in Sunset List document.



		Variable

		Variable / Variable

		CMIP

SOA – None

LSMS – None



XML

SOA – None

LSMS - None





		NANC 467

		iconectiv



9/03/15

		ASN.1 – lnpRecoveryComplete



Business Need:

See attached.







		Open

		Func Backward Compatible:  Yes



This change order was accepted.  This change order requires a recompile, and is not a doc-only change.

In order to make it a doc-only change, a comment will be added to the ASN.1, but the change order will remain open for future implementation without a comment.



		None

		None / None

		



		NANC 471

		iconectiv



9/03/15

		ASN.1 – SV DisconnectReply



Business Need:

See attached.







		Open

		Func Backward Compatible:  Yes



This change order was accepted.  This change order requires a recompile, and is not a doc-only change.

In order to make it a doc-only change, a comment will be added to the ASN.1, but the change order will remain open for future implementation without a comment.



		None

		None / None

		



		NANC 472

		iconectiv



9/03/15

		ASN.1 – Audit Discrepancy Report



Business Need:

See attached.







		Open

		Func Backward Compatible:  Yes



This change order was accepted.  This change order requires a recompile.



		None

		None / None

		



		NANC 473

		iconectiv



9/03/15

		ASN.1 – Address Information



Business Need:

See attached.







		Open

		Func Backward Compatible:  Yes



This change order was accepted.  This change order requires a recompile, and is not a doc-only change.

In order to make it a doc-only change, a comment will be added to the ASN.1, but the change order will remain open for future implementation without a comment.



		None

		None / None

		



		NANC 474

		iconectiv



9/03/15

		ASN.1 – SWIM Recovery



Business Need:

See attached.







		Open

		Func Backward Compatible:  Yes



This change order was accepted.  This change order requires a recompile, and is not a doc-only change.

In order to make it a doc-only change, a comment will be added to the ASN.1, but the change order will remain open for future implementation without a comment.



		None

		None / None

		



		NANC 477

		iconectiv



9/03/15

		GDMO – Service Provider Type



Business Need:

See attached.







		Open

		Func Backward Compatible:  Yes



This change order was accepted.



		None

		None / None

		



		NANC 478

		iconectiv



9/03/15

		FRS ASN.1 – Pre-Cancellation Status of Disconnect-Pending



Business Need:

See attached.







		Open

		Func Backward Compatible:  Yes



This change order was accepted.  There were no objections to deleting disconnect-pending.  The FRS change can be updated now.  The ASN.1 change requires a recompile, and is not a doc-only change.

In order to make it a doc-only change, a comment will be added to the ASN.1, but the change order will remain open for future implementation without a comment.



		None

		None / None

		



		NANC 481

		iconectiv



1/21/16

		GDMO Behavior Doc-Only Clarifications



Business Need:

Documentation updates.  See separate document.







		Next Doc Release

		Func Backward Compatible:  Yes



Update the GDMO Behavior.



		None

		None / None

		



		NANC 484

		10x People



3/31/16

		XML – Removal of Optional Data Values



Business Need:

See attached.







		Open

		Func Backward Compatible:  Yes



This change order was accepted.  There were no objections to removing optional data values.  The XIS change can be updated now.  The XML Schema change requires a new schema file, and is not a doc-only change.



		None

		None / None

		



		NANC 492

		iconectiv



5/2/17

		Sunset items 5.1 and 5.2 – Audit Notifications



Business Need:

See separate document.







		Open

		Func Backward Compatible:  Yes



See separate document.



		TBD

		TBD / TBD

		



		NANC 493

		Iconectiv

5-2-17

		Recovery – Association Functions



Business Need:











		Approved SOW

		Change Order was approved and accepted.

This Change Order has been sent to the NAPM LLC 



		CMIP – None

XML - None

		CMIP – Yes

XML - None

		CMIP

SOA – None

LSMS – None



XML

SOA – None

LSMS - None





		NANC 494

		iconectiv 5-02-17

		RR6-237 – XML Message Delegation



Business Need:







		Approved SOW

		Jul ’17 WG mtg - Change Order was discussed and accepted.

This Change Order has been sent to the NAPM LLC



		CMIP – None

XML - None

		CMIP – None

XML - Yes

		CMIP

SOA – None

LSMS – None



XML

SOA – None

LSMS - None





		NANC 497

		iconectiv

7-11-17

		NPAC Customer ID in CMIP Key exchange Files



Business Need:

Updates to clarify use of NPAC Customer ID in CMIP key files.





		Accepted

		Jul ’17 WG mtg - Change Order was discussed and accepted.



		CMIP – None

XML - None

		CMIP – Yes

XML - None

		CMIP

SOA – TBD

LSMS – TBD



XML

SOA – None

LSMS - None





		NANC 498

		iconectiv

7-11-17

		Multiple associations



Business Need:

iconectiv proposes changes to the FRS, IIS, and GDMO to clarify and document the behavior for multiple simultaneous CMIP associations for a given SPID/system type (system type is SOA or LSMS), particularly with regard to recovery.   







		Approved SOW

		SOW to be requested.  Action Item: 08222017-02



August 22, ’17 LNPA WG mtg:

Action item ‘Vendors and SPs to review NANC 498 to determine if there is any impact based on this CO.’ was closed and next steps to be discussed at upcoming WG mtg.



August 9, ’17 LNPA WG:

Action Item - Vendors and SPs to review NANC 498 to determine if there is any impact based on this CO.’

 

Recommendation is to not allow a 2nd association when system is in recovery mode

		CMIP – None

XML – None



		CMIP – Yes

XML – None



		CMIP

SOA – TBD

LSMS – TBD



XML

SOA – None

LSMS - None





		NANC 500

		iconectiv

7-27-17

		CMIP User ID Field Validation



Business need:

As part of the transition of LNPA Services, Vendors of local CMIP SOA and LSMS systems need to certify their local systems with the iconectiv NPAC.  During certification testing of some local systems, it was discovered that the User ID field in the access control structure of messages being sent from the CMIP local system to the iconectiv NPAC contained a User ID field that did not conform to the CMIP Interoperable Interface Specification (IIS) (minimum length of 1) and the iconectiv NPAC failed the message.  A resolution to this issue is needed so that CMIP local system messages to the iconectiv NPAC will not fail validations.







		Approved SOW

		Aug ’17 WG mtg - Change Order was discussed and accepted.

This Change Order has been sent to the NAPM LLC 

		CMIP – None

XML – None



		CMIP – No

XML – None



		CMIP

SOA – None

LSMS – None



XML

SOA – None

LSMS - None





		NANC 501

		Iconectiv

 7-27-17

		CMIP Synchronization Field Validation



Business Need: As part of the transition of LNPA Services, Vendors of local CMIP SOA and LSMS systems need to certify their local systems with the iconectiv NPAC.  During certification testing of some local systems, it was discovered that these systems were not conforming to the Optional Data XML XSD when modifying an Optional Data field to have no value or when replying to an NPAC query with Optional Data XML fields that had no value. The Optional Data XSD indicates using the nillable attribute of elements (fields) should be used for this purpose, which some local systems were not using and caused requests to fail.  A resolution to this issue is needed so that CMIP local system messages to the iconectiv NPAC will not fail validations.









		Approved SOW

		Aug ’17 WG mtg - Change Order was discussed and accepted.

This Change Order has been sent to the NAPM LLC

		CMIP – None

XML – None



		CMIP – None

XML – None



		CMIP

SOA – None

LSMS – None



XML

SOA – None

LSMS - None





		NANC 502

		iconectiv

7-27-17

		XML Optional Data Validation



Business Need: As part of the transition of LNPA Services, Vendors of local CMIP SOA and LSMS systems need to certify their local systems with the iconectiv NPAC.  During certification testing of some local systems, it was discovered that these systems were not conforming to the Optional Data XML XSD when modifying an Optional Data field to have no value or when replying to an NPAC query with Optional Data XML fields that had no value. The Optional Data XSD indicates using the nillable attribute of elements (fields) should be used for this purpose, which some local systems were not using and caused requests to fail.  A resolution to this issue is needed so that CMIP local system messages to the iconectiv NPAC will not fail validations.









		Approved SOW

		Aug ’17 WG mtg - Change Order was discussed and accepted.

This Change Order has been sent to the NAPM LLC

		CMIP – None

XML – None



		CMIP – None

XML – None



		CMIP

SOA – None

LSMS – None



XML

SOA – None

LSMS - None





		NANC 503

		iconectiv 8-04-17



		Error Code File Clarification 



Business Need:

Current NPAC SMS FRS requirements for providing the NPAC SMS Error Code file in “soft format” are not clear on the exact content of the file.  Clarity is needed so that Mechanized SOA and LSMS Users can successfully retrieve and load the file in their local systems in order to properly identify the error encountered when a request to the NPAC results in an error response.







		Next Doc Release

		Aug. ’17 WG mtg – This CO was discussed and accepted.  

Needs to be included in next document update.

		CMIP – None

XML – None



		CMIP – Yes

XML – Yes



		CMIP

SOA – None

LSMS – None



XML

SOA – None

LSMS - None





		NANC 505

		iconectiv 9-12-17

		Date/Time Stamp Format



Business Need:

Some local systems provide a timestamp value in the format YYYYMMDDHHMMSS.0Z.0Z.  This value is not in the format specified in the IIS, which is YYYYMMDDHHMMSS.0Z.  In order to avoid changes to the local system, the NPAC will be modified to support a format of YYYYMMDDHHMMSS.0Z.0Z for the time-of-completion attribute value in the swimProcessing-RecoveryResults notification received from the local system. 

Also see PIM 91.









		Approved SOW

		Sept. ’17 WG mtg – This CO was discussed and accepted.  Tri-Chairs have sent CO to NAPM LLC 

		CMIP – None

XML – None



		CMIP – Yes

XML – No



		CMIP

SOA – None

LSMS – None



XML

SOA – None

LSMS - None





		NANC 506

		iconectiv

9-12-17



		Not Filter



Business Need:

Some local systems expect the NPAC SMS to support the NOT operator in filtered CMIP requests.  The IIS described this as optional functionality for the NPAC SMS.  

Also see PIM 94.













		Approved SOW

		Sept. ’17 WG mtg – This CO was discussed and accepted.  Tri-Chairs have sent CO to NAPM LLC

		CMIP – None

XML – None



		CMIP – Yes

XML – No



		CMIP

SOA – None

LSMS – None



XML

SOA – None

LSMS - None





		NANC 507

		iconectiv

9-12-17



		Effective Release Date Disc



Business Need:

The FRS and IIS (EFD) are not clear on the behavior of the NPAC SMS when the NPAC receives a disconnect request with an effective release date (ERD) that is in the past.  

Also see PIM 95.







		Approved SOW

		Sept. ’17 WG mtg – This CO was discussed and accepted.  Tri-Chairs have sent CO to NAPM LLC

		CMIP – None

XML – None



		CMIP – Yes

XML – Yes



		CMIP

SOA – None

LSMS – None



XML

SOA – None

LSMS - None





		NANC 508

		iconectiv

9-12-17



		Recovery SPName



Business Need:

When recovering network data – either using SWIM or time/record-based recovery – some local systems expect to receive a value for the optional service-prov-name (service provider name) attribute, even though the service provider name is not included in non-recovery download messages to create/modify/delete network data.  Providing the service provider name in network recovery messages allows local systems to create a service provider object if they do not support recovery of service provider data (or prior to the implementation of service provider data recovery introduced in NANC 352).  

Also see PIM 96.







		Approved SOW

		Sept. ’17 WG mtg – This CO was discussed and accepted.  Tri-Chairs have sent CO to NAPM LLC

		CMIP – None

XML – None



		CMIP – Yes

XML – No



		CMIP

SOA – None

LSMS – None



XML

SOA – None

LSMS - None





		NANC 509

		iconectiv

9-12-17



		Modify Pending Old SPAuth



Business Need:

The specific issue herein needing resolution concerns Modifying the Old SP Authorization by the Old SP.  The local system expected different results than were exhibited.  

Also see PIM 97.









		Approved SOW

		Sept. ’17 WG mtg – This CO was discussed and accepted.  Tri-Chairs have sent CO to NAPM LLC

		CMIP – None

XML – None



		CMIP – Yes

XML – No



		CMIP

SOA – None

LSMS – None



XML

SOA – None

LSMS - None





		NANC 510

		iconectiv

9-12-17



		Network Data Delete Recovery



Business Need:

When recovering – either using SWIM or time-based recovery – network data that have a download reason indicating the object was deleted, some local systems expect to receive a value for the optional service-prov-npa-nxx-value/service-prov-lrn-value/service-prov-npa-nxx-x attribute, even though the attribute is not included in non-recovery download messages to delete network data.  

Also see PIM 98.







		Approved SOW

		Sept. ’17 WG mtg – This CO was discussed and accepted.  Tri-Chairs have sent CO to NAPM LLC

		CMIP – None

XML – None



		CMIP – Yes

XML – No



		CMIP

SOA – None

LSMS – None



XML

SOA – None

LSMS - None





		NANC 511

		iconectiv

9-12-17



		SV Query Response RDN



Business Need:

Some LSMS systems do not return any Managed Object Instance information or return incorrect Managed Object Instance data in M-GET (query) responses sent to the NPAC as part of audit processing.  Additionally, some LSMS systems return incorrect Managed Object Class data in M-GET (query) responses containing subscription version or number pool block data.  Relaxing the NPAC validations and modifying the processing in NPAC in order to allow incorrect/missing Managed Object Instance and incorrect Managed Object Class information would allow these local systems to remain unmodified while supporting general NPAC audit processing.   

Also see PIM 99.







		Approved SOW

		Sept. ’17 WG mtg – This CO was discussed and accepted.  Tri-Chairs have sent CO to NAPM LLC

		CMIP – None

XML – None



		CMIP – Yes

XML – No



		CMIP

SOA – None

LSMS – None



XML

SOA – None

LSMS - None





		NANC 512

		iconectiv

9-12-17



		SP Recovery Request RDN



Business Need:

Some local systems specify the incorrect base object instance in lnpDownload M-ACTION requests to the NPAC SMS.  Rather than specifying the identifier of the lnpNetwork object when recovering network data, the local system specifies the identifier of a serviceProv object.  The change modifies NPAC SMS process to allow for this specific exception to the expected base object instance.  

Also see PIM 100.







		Approved SOW

		Sept. ’17 WG mtg – This CO was discussed and accepted.  Tri-Chairs have sent CO to NAPM LLC

		CMIP – None

XML – None



		CMIP – Yes

XML – No



		CMIP

SOA – None

LSMS – None



XML

SOA – None

LSMS - None





		NANC 513

		iconectiv

9-12-17



		LSMS SV Query Response Attributes



Business Need:

Some LSMS systems return attributes that are applicable only to the NPAC SMS view of Subscription Versions and Number Pool Blocks when queried by the NPAC SMS as part of audit processing.  To avoid changes to local systems, the NPAC SMS will permit these attributes to be present in M-GET replies received by the NPAC SMS during audit processing, but the NPAC SMS will not use such extra attributes during audit processing.   Also see PIM 101.







		Approved SOW

		Sept. ’17 WG mtg – This CO was discussed and accepted.  Tri-Chairs have sent CO to NAPM LLC

		CMIP – None

XML – None



		CMIP – Yes

XML – No



		CMIP

SOA – None

LSMS – None



XML

SOA – None

LSMS - None





		NANC 514

		Iconectiv 

1-9-18

		XML Query Requests – Double Quotes



Business Need:

The NPAC SMS XML Interface Specification (XIS) indicates that values for attributes in query expressions in query requests should not be enclosed in double quotes.  Although the XIS is silent on enclosing the entire query expression in any type of delimiter (such as double quotes, single quotes, tilde, pound sign, etc), the iconectiv NPAC assumed that the entire query expression would not be enclosed in double quotes (nor any other delimiter).  Some local systems surround the query expression in XML query requests to the NPAC SMS in double quotes.  To avoid changes to local systems, the iconectiv NPAC SMS will provide an accommodation by allowing query expressions to be enclosed in double quotes in XML query requests to the NPAC SMS







		Accepted

		Jan. ’18 TOSC mtg – This CO was discussed and accepted.

		CMIP – None

XML - None

		CMIP – None

XML - Yes

		CMIP

SOA – None

LSMS – None



XML

SOA – None

XML - None



		NANC 515

		Iconectiv

1-9-18

		XML – Messages – Boolean Attributes



Business Need:



The NPAC SMS XML Interface Specification (XIS) is based on the W3C standards, which defines the Boolean data type  to have allowed values of ‘false’ or ‘true’ or ‘0’ or ‘1’.  The Boolean data type is used to represent the port-to-original indicator, the Old SP Authorization, and the Old and New SP Medium Timer Indicator in SV related requests and to represent the SOA Origination Indicator for Number Pool Block related requests on the NPAC SMS and in its mechanized interface messages. The iconectiv NPAC implemented sending ‘false’ or ‘true’ for Boolean attributes in XML interface messages to SOAs/LSMSs as allowed by the standards.  To avoid changes to local systems, the iconectiv NPAC SMS will provide an accommodation by only sending a ‘0’ or ‘1’ for Boolean attributes in XML interface messages to SOAs and LSMSs (but will still support, per the standards, receiving ‘false’, ‘true’, ‘0’, or ‘1’ for Boolean attributes in XML interface messages from local systems).







		Accepted

		Jan. ’18 TOSC mtg – This CO was discussed and accepted.

		CMIP – None

XML - None

		CMIP – None

XML - Yes

		CMIP

SOA – None

LSMS – None



XML

SOA – None

XML - None



		NANC 516

		Iconectiv

1-9-18

		XML Messages – Extraneous SPIDs



Business Need:

The NPAC SMS XML Interface Specification (XIS) supports three types of service provider IDs in SOA to NPAC interface messages: 

· sp_id in the header of the message identifying the service provider originating the message (required), 

· secondary_sp_id in the message content –  used by a service bureau when submitting a request on behalf of their secondary spid;  the sp_id in the message header is set to the primary spid,

· request_sp_id  in the message content –  used by a delegate when they are submitting a request on behalf of a grantor spid.  The value of the request_sp_id is set to the grantor spid.  The sp_id in the message header is set to the delegate spid.

The NPAC uses these fields to determine the service provider associated with the message request: request_sp_id if populated, secondary_sp_id if populated and request_sp_id not populated, or sp_id in header if request_sp_id and secondary sp_id not populated.

Some XML SOA systems are submitting requests where some or all of these fields are populated with the same SPID value, causing the iconectiv NPAC to fail the request during validation processing (for example, FRS requirement RR6-238 XML Message Delegation – Relationship Establishment indicates: The SOA delegation relationship can be from any one SPID to any other SPID). 

To avoid changes to local systems, the iconectiv NPAC SMS will provide an accommodation by allowing extraneous SPIDs to be provided in requests, but the iconectiv NPAC will ignore the extraneous SPIDs, and process the request as if the extraneous SPIDs were not populated in the request (thus any replies or notifications associated with the request will not have extraneous SPIDs).









		Accepted

		Jan. ’18 TOSC mtg – This CO was discussed and accepted.

		CMIP – None

XML - None

		CMIP – None

XML - Yes

		CMIP

SOA – None

LSMS – None



XML

SOA – None

XML - None



		NANC 517

		iconectiv

 2-14-18

		Turn-Up Test Plan Doc-Only Clarifications



Business Need:

Documentation updates.  See separate document.









		Next Doc Release

		Feb. ’18 TOSC mtg – This CO was discussed and accepted.

		CMIP – None

XML - None

		CMIP – None

XML - Yes

		CMIP

SOA – None

LSMS – None



XML

SOA – None

XML - None



		NANC 518

		iconectiv

2-14-18

		PTO SV Create FRS  Doc-Only Clarifications



Business Need:

Documentation updates.  See separate document.





		Next Doc Release

		Feb. ’18 TOSC mtg – This CO was discussed and accepted.

		CMIP – None

XML - None

		CMIP – None

XML - Yes

		CMIP

SOA – None

LSMS – None



XML

SOA – None

XML - None



		NANC 519

		iconectiv 

3-6-18

		BDD File Compression



Business Need: Based on feedback from current users of the Neustar NPAC and on iconectiv’s own experience with BDD files from Neustar, it appears as though full BDD files – though not delta BDD files – may be compressed using gzip. 







		Accepted

		

		CMIP – None

XML - None

		CMIP – Yes

XML - Yes

		CMIP

SOA – None

LSMS – None



XML

SOA – None

XML - None



		NANC 520

		iconectiv

3-6-18

		SIC-SMURF Naming Convention – Doc Only



Business Need: Documentation updates.  See separate document.







		Next Doc Release

		

		CMIP – None

XML - None

		CMIP – None

XML - None

		CMIP

SOA – None

LSMS – None



XML

SOA – None

XML - None



		NANC 521

		Iconectiv

3-6-18

		Group & RR Testing – Doc Only



Business Need: Documentation updates.  See separate document.









		Next Doc Release

		

		CMIP – None

XML - None

		CMIP – None

XML - None

		CMIP

SOA – None

LSMS – None



XML

SOA – None

XML - None



		

		

		

		

		

		

		

		












		Change Order Details



		CO #

		Originator

		Date Accepted

		Description

		Category

		Notes

		NPAC Level

Of

Effort

		Systems Impacted



		

		

		

		

		

		

		

		CMIP

		XML



		

		

		

		

		

		

		

		SOA

		LSMS

		SOA

		LSMS



		[bookmark: NANC403]NANC 403

		NeuStar

		3/30/05

		Name:

Allow Recovery Messages to be sent only during Recovery



Business Need:

The current documentation does NOT specifically state that ALL recovery messages should only be sent to the NPAC during recovery (it is currently indicated for notifications and SWIM data).  This change order will clarify the documentation to include ALL data.



This will require some operational changes for Service Providers that utilize Network Data and/or Subscription Data recovery while in normal mode.



		Accepted

		Func Backward Compatible:  Yes



The proposed solution is to update the FRS, IIS and GDMO recovery description to indicate that network data and subscription data recovery requests sent during normal mode will be rejected.



No sunset policy will be implemented with this change order.





		

		

		

		

		



		[bookmark: NANC419]NANC 419

		AT&T

		3/15/07

		Name:

User Prioritization of Recovery-Related Notifications



Business Need:

The existing NPAC Notification Priority process only allows a certain type of notification to have a different priority from another type.  Using this method, however, SOAs cannot distinguish between the reasons for a certain type of notification.  For example, a Status Attribute Value Change notification could indicate that all LSMSs successfully responded and a pending SV is moving to active, or it could indicate that a discrepant LSMS has just completed recovery and a partial-failure SV is moving to active.



As a result, an SP that is recovering SVs could cause the activating SOA to experience unintended delays in receiving notifications for different activities because the recovery process generates its own set of notifications.  This unintended delay could happen hours after the initial activity, when the SOA is otherwise relatively lightly loaded, causing confusion to the SOA users.





		Accepted

		Func Backward Compatible:  TBD



Develop a mechanism that further defines certain notifications as initiated by regular activity versus recovery activity.  With this change order the two instances would be differentiated, and an SP could indicate a different prioritization for one versus the other.



May ’07 APT:

The business need/scenario was explained during the APT meeting, with agreement from the group that the text captured the current business need.  The group also agreed to recommend acceptance of this change order by the LNPAWG.  The CMA will add additional text to this change order, then send out prior to the Jun ’07 LNPAWG con call, with a recommendation of approval from the APT.



Example of current notification:

Notification -- L-11.0 A1 SV SAVC Activates to new SP priority.

Definition -- When an INTER or INTRA SV has been created in the Local SMSs (or ‘activated‘ by the SOA) and the SV status has been set to:  Active or Partial-Failure. The notification is sent to both SOAs: Old and New. If the status has been set to Partial-Failure, this notification contains the list of Service Providers (SP) LSMSs that have failed to receive the broadcast.





		

		

		

		

		



		[bookmark: NANC437]NANC 437

		Telcordia

		1/8/09

		Name:

Multi-Vendor NPAC SMS Solution



Business Need:

Refer to separate document.







		Accepted

		Func Backward Compatible:  TBD



Jan ’09 LNPAWG, discussion:

A walk-thru of the proposed solution took place.  Telcordia will be providing addition information prior to the Mar ’09 LNPAWG meeting.



Mar ’09 LNPAWG, discussion:

A walk-thru of some of the documents provided in Feb were reviewed.  Further review will take place during the Apr con call, and the May face-to-face mtgs.



May ’09 – Jul ‘10 LNPAWG, discussion:

The group has continued reviews during the monthly mtgs.



		

		No

		No

		No

		No





		[bookmark: NANC447]NANC 447

		AT&T

		11/01/11

		Name:

NPAC Support for CMIP over TCP/IPv6



Business Need:

Refer to separate document.







		Accepted

		Func Backward Compatible:  Yes



Nov ’11 LNPAWG, discussion:

A walk-thru of the proposed change order took place.  The group accepted the change order.



Mar ’12 LNPAWG, discussion:

The group agreed to forward the change order to the NAPM LLC, to request an SOW from Neustar.



Jan ’13 status update:

The NAPM LLC has withdrawn the SOW request.  This change order moves back into the Accepted category.



		

		Yes

		Yes

		No

		No



		[bookmark: NANC449]NANC 449

		Comcast



		3/14/12

		Name:

Active/Active SOA Connection to NPAC – same SPID



Business Need:

Refer to separate document.







		Approved SOW

		Func Backward Compatible:  Yes



Mar ’12 LNPAWG, discussion:

A walk-thru of the proposed solution took place.  The group accepted the change order.



May ‘12 – Jan ‘14 LNPAWG, discussion:

The group has continued reviews during the monthly mtgs.



Mar ’15 LNPAWG, discussion:

Renewed interest in this change order.  The change order will be brought up-to-date, and discussed at the next meeting.



May ’15 LNPAWG, discussion:

Reviewed March updates to this change order.  More updates will be discussed at the next meeting.



Jul ’15 LNPAWG, discussion:

Reviewed May updates to this change order.  More updates will be discussed at the next meeting.



Sep ’15 LNPAWG, discussion:

Reviewed July updates to this change order.  No additional changes at this time.  Version 12 is the baseline version.  It is now available for a release.



		

		Yes

		No

		Yes

		No



		[bookmark: NANC453]NANC 453

		Verizon



		5/08/13

		Name:

Change Definition and Disallow use of Inactive SPID



Business Need:

Refer to separate document.







		 Approved SOW

		Change Order was approved and accepted.

This Change Order has been sent to the NAPM LLC



Func Backward Compatible:  Yes



Jun ’13 LNPAWG, discussion:

A walk-thru of the proposed short-term solution took place, and an action item was assigned to determine the viability of a SPID Delete when active SVs exist with that SPID as the Old SP value.



Jul ‘13 LNPAWG, discussion:

The group accepted the change order.  Both the short-term and the long-term solution will be discussed in the Sep meeting.



Sep ‘13 LNPAWG, discussion:

The group accepted the short-term solution.  It will be performed during the 9/15 maintenance window.



		

		No

		No

		No

		No



		[bookmark: NANC454]NANC 454

		LNPA WG



		5/07/13

		Name:

Remove Unused Messages from the NPAC



Business Need:

Refer to separate document.







		Approved SOW

		Change Order was approved and accepted.

This Change Order has been sent to the NAPM LLC



Func Backward Compatible:  Yes



Jul ’13 LNPAWG, discussion:

During the discussion of messaging in NANC 372, XML Interface, it was recommended that the capability for service providers to manage their own NPA-NXX Filters not be included in the XML interface because Neustar has been unable to identify any instances where service providers used that feature in the CMIP interface in production.  This item of unused messages also applies to the Operational-Info message for scheduled downtime (never used in production).



A walk-thru of the proposed solution took place, and the group accepted the change order.  Details will be added to the document and it will be discussed in the Sep meeting.



Sep ‘13 LNPAWG, discussion:

The group accepted the change order.  It is now available for a release.



		

		No

		No

		No

		No



		[bookmark: NANC457]NANC 457

		LNPA WG



		7/09/13

		Name:

SPID Migration TN Count



Business Need:

Refer to separate document.







		Accepted

		Func Backward Compatible:  Yes



Jul ’13 LNPAWG, discussion:

As a follow-on to the discussion from the May ’13 meeting, the group agreed that now that we have all EDR LSMSs, it does not make sense to include pooled SVs in the count of affected SVs for a SPID Migration.  In order to change the count method, a software modification will be required.



Sep ‘13 LNPAWG, discussion:

Volume limits and SCP impacts were discussed.  More discussion at the Nov meeting.



Nov ‘13 LNPAWG, discussion:

No issue on SCP side.  The group agreed to change the “count method” to be ported SVs plus number pool blocks.



Jan ‘14 LNPAWG, discussion:

No additional changes at this time.  It is now available for a release.



		

		No

		No

		No

		No



		[bookmark: NANC460]NANC 460

		LNPAWG



		7/7/15

		Name:

Sunset List items



Business Need:

Refer to separate document.







		Approved SOW

		Change Order was approved and accepted.

This Change Order has been sent to the NAPM LLC



		Med

		No

		No

		No

		No



		[bookmark: NANC461]NANC 461

		LNPA WG



		7/7/15

		Name:

Sunset List Items – Local System Impact = Yes



Business Need:

From the NPAC sunset discussions, the list should be divided into two groups, those that have no local system impact, and those that have a local system impact.





This list contains the items that do have a local system impact:

· 1.1 – Sunset the ability for Service Providers to update their CMIP network data in their customer profile.  Remove TCs 8.1.1.2.1.4 and 8.1.1.2.2.4 when this capability is removed from the NPAC.

· 1.3 – Sunset unused Customer Contact information on NPAC Admin GUI and LTI





		Approved SOW

		Change Order was approved and accepted.

This Change Order has been sent to the NAPM LLC



Func Backward Compatible:  No



See details in Sunset List document.



		Med

		No

		No

		No

		No





		[bookmark: NANC467]NANC 467

		iconectiv



		9/03/15

		Name:

ASN.1 – lnpRecoveryComplete



Business Need:

See attached.







		Open

		Func Backward Compatible:  Yes



This change order was accepted.  This change order requires a recompile, and is not a doc-only change.

In order to make it a doc-only change, a comment will be added to the ASN.1, but the change order will remain open for future implementation without a comment.



		

		No

		No

		No

		No



		[bookmark: NANC471]NANC 471

		iconectiv



		9/03/15

		Name:

ASN.1 – SV DisconnectReply



Business Need:

See attached.







		Open

		Func Backward Compatible:  Yes



This change order was accepted.  This change order requires a recompile, and is not a doc-only change.

In order to make it a doc-only change, a comment will be added to the ASN.1, but the change order will remain open for future implementation without a comment.



		

		No

		No

		No

		No



		[bookmark: NANC472]NANC 472

		iconectiv



		9/03/15

		Name:

ASN.1 – Audit Discrepancy Report



Business Need:

See attached.







		Open

		Func Backward Compatible:  Yes



This change order was accepted.  This change order requires a recompile.



		

		No

		No

		No

		No



		[bookmark: NANC473]NANC 473

		iconectiv



		9/03/15

		Name:

ASN.1 – Address Information



Business Need:

See attached.







		Open

		Func Backward Compatible:  Yes



This change order was accepted.  This change order requires a recompile, and is not a doc-only change.

In order to make it a doc-only change, a comment will be added to the ASN.1, but the change order will remain open for future implementation without a comment.



		

		No

		No

		No

		No



		[bookmark: NANC474]NANC 474

		iconectiv

		9/03/15

		Name:

ASN.1 – SWIM Recovery



Business Need:

See attached.







		Open

		Func Backward Compatible:  Yes



This change order was accepted.  This change order requires a recompile, and is not a doc-only change.

In order to make it a doc-only change, a comment will be added to the ASN.1, but the change order will remain open for future implementation without a comment.



		

		No

		No

		No

		No



		[bookmark: NANC477]NANC 477

		iconectiv

		9/03/15

		Name:

GDMO – Service Provider Type



Business Need:

See attached.







		Open

		Func Backward Compatible:  Yes



This change order was accepted.



		

		No

		No

		No

		No



		[bookmark: NANC478]NANC 478

		iconectiv

		9/03/15

		Name:

FRS ASN.1 – Pre-Cancellation Status of Disconnect-Pending



Business Need:

See attached.







		Open

		Func Backward Compatible:  Yes



This change order was accepted.  There were no objections to deleting disconnect-pending.  The FRS change can be updated now.  The ASN.1 change requires a recompile, and is not a doc-only change.

In order to make it a doc-only change, a comment will be added to the ASN.1, but the change order will remain open for future implementation without a comment.



		

		No

		No

		No

		No



		[bookmark: NANC481]NANC 481

		iconectiv

		1/21/16

		Name:

GDMO Behavior Doc-Only Clarifications



Business Need:

Documentation updates.  See separate document.







		Next Doc Release

		Func Backward Compatible:  Yes



Update the GDMO Behavior.



		

		No

		No

		No

		No



		[bookmark: NANC484]NANC 484

		10x People

		3/10/16

		Name:

XML – Removal of Optional Data Values



Business Need:

See attached.







		Open

		Func Backward Compatible:  Yes



This change order was accepted.  There were no objections to removing optional data values.  The XIS change can be updated now.  The XML Schema change requires a new schema file, and is not a doc-only change.



		

		No

		No

		No

		No



		[bookmark: NANC491][bookmark: NANC492]NANC 492

		iconectiv

		5/2/17

		Name:

Sunset items 5.1 and 5.2 – Audit Notifications



Business Need:

See separate document.







		Open

		Func Backward Compatible:  Yes



See separate document.



		Med

		Yes

		No

		No

		No



		[bookmark: NANC493]NANC 493

		Iconectiv

		5/2/17

		Name:

Recovery – Association Functions



Business Need:











		Approved SOW

		Change Order was approved and accepted.

This Change Order has been sent to the NAPM LLC 



		

		No

		No

		No

		No



		[bookmark: NANC494]NANC 494

		iconectiv

		5/02/17

		Name:

 RR6-237 – XML Message Delegation



Business Need:







		Approved SOW

		Jul ’17 WG mtg - Change Order was discussed and accepted.

This Change Order has been sent to the NAPM LLC



		

		No

		No

		No

		No



		[bookmark: NANC497]NANC 497

		iconectiv

		7/11/17

		Name: 

NPAC Customer ID in CMIP Key exchange Files



Business Need:

Updates to clarify use of NPAC Customer ID in CMIP key files.





		Accepted

		Jul ’17 WG mtg - Change Order was discussed and accepted.



		

		TBD

		TBD

		No

		No



		[bookmark: NANC498]NANC 498

		iconectiv

		7/11/17

		Name:

 Multiple associations



Business Need:

iconectiv proposes changes to the FRS, IIS, and GDMO to clarify and document the behavior for multiple simultaneous CMIP associations for a given SPID/system type (system type is SOA or LSMS), particularly with regard to recovery.   







		Approved SOW

		SOW to be requested.  Action Item: 08222017-02



August 22, ’17 LNPA WG mtg:

Action item ‘Vendors and SPs to review NANC 498 to determine if there is any impact based on this CO.’ was closed and next steps to be discussed at upcoming WG mtg.



August 9, ’17 LNPA WG:

Action Item - Vendors and SPs to review NANC 498 to determine if there is any impact based on this CO.’

 

Recommendation is to not allow a 2nd association when system is in recovery mode

		

		TBD

		TBD

		No

		No



		NANC 500

		iconectiv

		7-27-17

		Name: CMIP User ID Field Validation



Business Need:

As part of the transition of LNPA Services, Vendors of local CMIP SOA and LSMS systems need to certify their local systems with the iconectiv NPAC.  During certification testing of some local systems, it was discovered that the User ID field in the access control structure of messages being sent from the CMIP local system to the iconectiv NPAC contained a User ID field that did not conform to the CMIP Interoperable Interface Specification (IIS) (minimum length of 1) and the iconectiv NPAC failed the message.  A resolution to this issue is needed so that CMIP local system messages to the iconectiv NPAC will not fail validations.







		Implemented

		Aug ’17 WG mtg - Change Order was discussed and accepted.

This Change Order has been sent to the NAPM LLC 

		

		No

		No

		NO

		No



		NANC 501

		iconectiv

		7-27-17

		Name: 

CMIP Synchronization Field Validation



Business Need: As part of the transition of LNPA Services, Vendors of local CMIP SOA and LSMS systems need to certify their local systems with the iconectiv NPAC.  During certification testing of some local systems, it was discovered that these systems were not conforming to the Optional Data XML XSD when modifying an Optional Data field to have no value or when replying to an NPAC query with Optional Data XML fields that had no value. The Optional Data XSD indicates using the nillable attribute of elements (fields) should be used for this purpose, which some local systems were not using and caused requests to fail.  A resolution to this issue is needed so that CMIP local system messages to the iconectiv NPAC will not fail validations.









		Implemented

		Aug ’17 WG mtg - Change Order was discussed and accepted.

This Change Order has been sent to the NAPM LLC

		

		No

		No

		No

		No



		NANC 502

		iconectiv

		7-27-17

		Name:

 XML Optional Data Validation



Business Need: As part of the transition of LNPA Services, Vendors of local CMIP SOA and LSMS systems need to certify their local systems with the iconectiv NPAC.  During certification testing of some local systems, it was discovered that these systems were not conforming to the Optional Data XML XSD when modifying an Optional Data field to have no value or when replying to an NPAC query with Optional Data XML fields that had no value. The Optional Data XSD indicates using the nillable attribute of elements (fields) should be used for this purpose, which some local systems were not using and caused requests to fail.  A resolution to this issue is needed so that CMIP local system messages to the iconectiv NPAC will not fail validations.









		Implemented

		Aug ’17 WG mtg - Change Order was discussed and accepted.

This Change Order has been sent to the NAPM LLC

		

		No

		No

		No

		No



		NANC 503

		iconectiv

		8-04-17



		Name: Error Code File Clarification 



Business Need:

Current NPAC SMS FRS requirements for providing the NPAC SMS Error Code file in “soft format” are not clear on the exact content of the file.  Clarity is needed so that Mechanized SOA and LSMS Users can successfully retrieve and load the file in their local systems in order to properly identify the error encountered when a request to the NPAC results in an error response.







		Implemented

		Aug. ’17 WG mtg – This CO was discussed and accepted.  

Needs to be included in next document update.

		

		No

		No

		No

		No



		[bookmark: NANC505]NANC 505

		iconectiv

		9/12/17

		Name: 

Date/Time Stamp Format



Business Need:

Some local systems provide a timestamp value in the format YYYYMMDDHHMMSS.0Z.0Z.  This value is not in the format specified in the IIS, which is YYYYMMDDHHMMSS.0Z.  In order to avoid changes to the local system, the NPAC will be modified to support a format of YYYYMMDDHHMMSS.0Z.0Z for the time-of-completion attribute value in the swimProcessing-RecoveryResults notification received from the local system. 

Also see PIM 91.





[bookmark: _MON_1590845548]



		Approved SOW

		Sept. ’17 WG mtg – This CO was discussed and accepted.  Tri-Chairs have sent CO to NAPM LLC 

		

		No

		No

		No

		No



		NANC 506

		iconectiv

		9-12-17



		Name: 

Not Filter



Business Need:

Some local systems expect the NPAC SMS to support the NOT operator in filtered CMIP requests.  The IIS described this as optional functionality for the NPAC SMS.  

Also see PIM 94.













		Implemented

		Sept. ’17 WG mtg – This CO was discussed and accepted.  Tri-Chairs have sent CO to NAPM LLC

		

		No

		No

		No

		No



		[bookmark: NANC507]NANC 507

		iconectiv

		9/12/17



		Name: 

Effective Release Date Disc



Business Need:

The FRS and IIS (EFD) are not clear on the behavior of the NPAC SMS when the NPAC receives a disconnect request with an effective release date (ERD) that is in the past.  

Also see PIM 95.







		Approved SOW

		Sept. ’17 WG mtg – This CO was discussed and accepted.  Tri-Chairs have sent CO to NAPM LLC

		

		No

		No

		No

		No



		[bookmark: NANC508]NANC 508

		iconectiv

		9/12/17



		Name: 

Recovery SPName



Business Need:

When recovering network data – either using SWIM or time/record-based recovery – some local systems expect to receive a value for the optional service-prov-name (service provider name) attribute, even though the service provider name is not included in non-recovery download messages to create/modify/delete network data.  Providing the service provider name in network recovery messages allows local systems to create a service provider object if they do not support recovery of service provider data (or prior to the implementation of service provider data recovery introduced in NANC 352).  

Also see PIM 96.







		Approved SOW

		Sept. ’17 WG mtg – This CO was discussed and accepted.  Tri-Chairs have sent CO to NAPM LLC

		

		No

		No

		No

		No



		NANC 509

		iconectiv

		9-12-17



		Name:

 Modify Pending Old SPAuth



Business Need:

The specific issue herein needing resolution concerns Modifying the Old SP Authorization by the Old SP.  The local system expected different results than were exhibited.  

Also see PIM 97.









		Implemented

		Sept. ’17 WG mtg – This CO was discussed and accepted.  Tri-Chairs have sent CO to NAPM LLC

		

		No

		No

		No

		No



		[bookmark: NANC510]NANC 510

		iconectiv



		9/12/17



		Name: 

Network Data Delete Recovery



Business Need:

When recovering – either using SWIM or time-based recovery – network data that have a download reason indicating the object was deleted, some local systems expect to receive a value for the optional service-prov-npa-nxx-value/service-prov-lrn-value/service-prov-npa-nxx-x attribute, even though the attribute is not included in non-recovery download messages to delete network data.  

Also see PIM 98.







		Approved SOW

		Sept. ’17 WG mtg – This CO was discussed and accepted.  Tri-Chairs have sent CO to NAPM LLC

		

		No

		No

		No

		No



		[bookmark: NANC511]NANC 511

		iconectiv

		9/12/17



		Name: 

SV Query Response RDN



Business Need:

Some LSMS systems do not return any Managed Object Instance information or return incorrect Managed Object Instance data in M-GET (query) responses sent to the NPAC as part of audit processing.  Additionally, some LSMS systems return incorrect Managed Object Class data in M-GET (query) responses containing subscription version or number pool block data.  Relaxing the NPAC validations and modifying the processing in NPAC in order to allow incorrect/missing Managed Object Instance and incorrect Managed Object Class information would allow these local systems to remain unmodified while supporting general NPAC audit processing.   

Also see PIM 99.







		Approved SOW

		Sept. ’17 WG mtg – This CO was discussed and accepted.  Tri-Chairs have sent CO to NAPM LLC

		

		No

		No

		No

		No



		[bookmark: NANC512]NANC 512

		iconectiv



		9/12/17



		Name: 

SP Recovery Request RDN



Business Need:

Some local systems specify the incorrect base object instance in lnpDownload M-ACTION requests to the NPAC SMS.  Rather than specifying the identifier of the lnpNetwork object when recovering network data, the local system specifies the identifier of a serviceProv object.  The change modifies NPAC SMS process to allow for this specific exception to the expected base object instance.  

Also see PIM 100.







		Approved SOW

		Sept. ’17 WG mtg – This CO was discussed and accepted.  Tri-Chairs have sent CO to NAPM LLC

		

		No

		No

		No

		No



		[bookmark: NANC513]NANC 513

		iconectiv

		9/12/17



		Name: LSMS SV Query Response Attributes



Business Need:

Some LSMS systems return attributes that are applicable only to the NPAC SMS view of Subscription Versions and Number Pool Blocks when queried by the NPAC SMS as part of audit processing.  To avoid changes to local systems, the NPAC SMS will permit these attributes to be present in M-GET replies received by the NPAC SMS during audit processing, but the NPAC SMS will not use such extra attributes during audit processing.   Also see PIM 101.







		Approved SOW

		Sept. ’17 WG mtg – This CO was discussed and accepted.  Tri-Chairs have sent CO to NAPM LLC

		

		No

		No

		No

		No



		NANC 514

		iconectiv 

		1/9/18

		Name: 

XML Query Requests – Double Quotes



Business Need:

The NPAC SMS XML Interface Specification (XIS) indicates that values for attributes in query expressions in query requests should not be enclosed in double quotes.  Although the XIS is silent on enclosing the entire query expression in any type of delimiter (such as double quotes, single quotes, tilde, pound sign, etc), the iconectiv NPAC assumed that the entire query expression would not be enclosed in double quotes (nor any other delimiter).  Some local systems surround the query expression in XML query requests to the NPAC SMS in double quotes.  To avoid changes to local systems, the iconectiv NPAC SMS will provide an accommodation by allowing query expressions to be enclosed in double quotes in XML query requests to the NPAC SMS







		Accepted

		Jan. ’18 TOSC mtg – This CO was discussed and accepted.

		

		No

		No

		No

		No



		NANC 515

		iconectiv

		1/9/18

		Name: 

XML – Messages – Boolean Attributes



Business Need:



The NPAC SMS XML Interface Specification (XIS) is based on the W3C standards, which defines the Boolean data type  to have allowed values of ‘false’ or ‘true’ or ‘0’ or ‘1’.  The Boolean data type is used to represent the port-to-original indicator, the Old SP Authorization, and the Old and New SP Medium Timer Indicator in SV related requests and to represent the SOA Origination Indicator for Number Pool Block related requests on the NPAC SMS and in its mechanized interface messages. The iconectiv NPAC implemented sending ‘false’ or ‘true’ for Boolean attributes in XML interface messages to SOAs/LSMSs as allowed by the standards.  To avoid changes to local systems, the iconectiv NPAC SMS will provide an accommodation by only sending a ‘0’ or ‘1’ for Boolean attributes in XML interface messages to SOAs and LSMSs (but will still support, per the standards, receiving ‘false’, ‘true’, ‘0’, or ‘1’ for Boolean attributes in XML interface messages from local systems).







		Accepted

		Jan. ’18 TOSC mtg – This CO was discussed and accepted.

		

		No

		No

		No

		No



		NANC 516

		iconectiv

		1/9/18

		Name:

 XML Messages – Extraneous SPIDs



Business Need:

The NPAC SMS XML Interface Specification (XIS) supports three types of service provider IDs in SOA to NPAC interface messages: 

· sp_id in the header of the message identifying the service provider originating the message (required), 

· secondary_sp_id in the message content –  used by a service bureau when submitting a request on behalf of their secondary spid;  the sp_id in the message header is set to the primary spid,

· request_sp_id  in the message content –  used by a delegate when they are submitting a request on behalf of a grantor spid.  The value of the request_sp_id is set to the grantor spid.  The sp_id in the message header is set to the delegate spid.

The NPAC uses these fields to determine the service provider associated with the message request: request_sp_id if populated, secondary_sp_id if populated and request_sp_id not populated, or sp_id in header if request_sp_id and secondary sp_id not populated.

Some XML SOA systems are submitting requests where some or all of these fields are populated with the same SPID value, causing the iconectiv NPAC to fail the request during validation processing (for example, FRS requirement RR6-238 XML Message Delegation – Relationship Establishment indicates: The SOA delegation relationship can be from any one SPID to any other SPID). 

To avoid changes to local systems, the iconectiv NPAC SMS will provide an accommodation by allowing extraneous SPIDs to be provided in requests, but the iconectiv NPAC will ignore the extraneous SPIDs, and process the request as if the extraneous SPIDs were not populated in the request (thus any replies or notifications associated with the request will not have extraneous SPIDs).









		Accepted

		Jan. ’18 TOSC mtg – This CO was discussed and accepted.

		

		No

		No

		No

		No



		[bookmark: NANC517]NANC 517

		iconectiv

		2/14/18

		Name: 

Turn-Up Test Plan Doc-Only Clarifications



Business Need:

Documentation updates.  See separate document.









		Next Doc Release

		Feb. ’18 TOSC mtg – This CO was discussed and accepted.

		

		No

		No

		No

		No



		NANC 518

		iconectiv

		2/14/18

		Name: 

PTO SV Create FRS  Doc-Only Clarifications



Business Need:

Documentation updates.  See separate document.





		Next Doc Release

		Feb. ’18 TOSC mtg – This CO was discussed and accepted.

		

		No

		No

		No

		No



		[bookmark: NANC519]NANC 519

		iconectiv 

		3/6/18

		Name:

 BDD File Compression



Business Need: Based on feedback from current users of the Neustar NPAC and on iconectiv’s own experience with BDD files from Neustar, it appears as though full BDD files – though not delta BDD files – may be compressed using gzip. 







		Accepted

		Mar. ’18 TOSC mtg – This CO was discussed and accepted

		

		No

		No

		No

		No



		[bookmark: NANC520]NANC 520

		iconectiv

		3/6/18

		Name: 

SIC-SMURF Naming Convention – Doc Only



Business Need: Documentation updates.  See separate document.







		Next Doc Release

		Mar. ’18 TOSC mtg – This CO was discussed and accepted

		

		No

		No

		No

		No



		[bookmark: NANC521]NANC 521

		iconectiv

		3/6/18

		Name: 

Group & RR Testing – Doc Only



Business Need: Documentation updates.  See separate document.





		Next Doc Release

		Mar. ’18 TOSC mtg – This CO was discussed and accepted

		

		No

		No

		No

		No



		NANC 522

		iconectiv

		3/6/18

		Name: 

BDD File SSN Field



Business Need:

See Separate document





		Accepted

		Mar. ’18 TOSC mtg – This CO was discussed and accepted

		

		No

		No

		No

		No



		NANC 523

		iconectiv

		4/24/18

		Name: 

Implicit NPAC SMS Requirements



Business Need:

See Separate document





		Open

		Mar. ’18 TOSC mtg – This CO was discussed and accepted

		

		No

		No

		No

		No



		[bookmark: NANC526]NANC 526

		iconectiv

		6/5/18

		Name: 

SIC SMURF File Production



Business Need:

See Separate document





		Accepted

		June ’18 TOSC mtg – This CO was discussed and accepted

		

		No

		No

		No

		No



		NANC 527

		iconectiv

		6/5/18

		Name: 

Modify SV No AVC



Business Need:

See Separate document





		Accepted

		June ’18 TOSC mtg – This CO was discussed and accepted

		

		No

		No

		No

		No



		

		

		

		

		

		

		

		

		

		

		



		

		

		

		

		

		

		

		

		

		

		



		

		

		

		

		

		

		

		

		

		

		







LNPA Working Group	-57	Rev 1812, June July 2510, 2018

image2.emf

NANC 447 - NPAC  support of IPv6 - V1.docx




NANC 457 - SPID Migration TN Count - v2.docx

NANC 457 – Working Copy – v12


Origination Date:  07/09/13


Originator:  LNPA WG


[bookmark: _Toc72227019]Change Order Number:  NANC 457


Description:  SPID Migration TN Count


Functional Backwards Compatible:  Yes





IMPACT/CHANGE ASSESSMENT





			DOC


			FRS


			IIS





			


			Y


			N











			CMIP


			GDMO


			ASN.1


			NPAC


			SOA


			LSMS





			


			N


			N


			Y


			N


			N











			XML


			XIS


			XSD


			NPAC


			SOA


			LSMS





			


			N


			N


			N


			N


			N














Business Need


During the May 2013 LNPA WG meeting, participants discussed a pending request for a SPID Migration of 840,000 SV records, that included 880 Number Pool Blocks.  Since all LSMSs are now EDR, the actual number of records to be updated was approximately 1000, and not 840,000, but the SPID Migration needed exception processing because it exceeded the TN threshold of 500,000.  This led to a July 2013 LNPA WG discussion about the “count” method.  The consensus of the WG was that in the current all-EDR environment, the quantity of pooled SVs is no longer relevant, and as such the count should use Number Pool Block records and not pooled SV records.





Description of Change:


This change order is being created to change the definition of TN threshold for a SPID Migration.  Pooled SVs will no longer be factored into the count of SV records affected by a SPID Migration.






[bookmark: _Toc59881639]Requirements:


(no actual requirement is updated, just a note under requirement RR3-612.  All requirements related to quota are included here for context)





RR3-602	SPID Migration Update – Quota Management


NPAC SMS shall apply quota to SPID Migration operations for Total US SPID Migrations, Total Regional Migrations, and Regional SV Counts when NPAC Personnel approve a SPID migration.  (previously NANC 408, Req X34)


RR3-603	SPID Migration Update – Quota Management – Quota Exceeded Rejection for Service Provider Personnel


NPAC SMS shall check quota to SPID Migration operations when a Service Provider creates or modifies a SPID Migration and reject the request if any of the quotas have been exceeded.  (previously NANC 408, Req X35)


RR3-604	SPID Migration Update – Quota Management – Quota Exceeded Warning for NPAC Personnel


NPAC SMS shall check quota to SPID Migration operations when NPAC Personnel creates or modifies a SPID Migration and provide a warning if any of the quotas have been exceeded.  (previously NANC 408, Req X35.5)


RR3-605	SPID Migration Update – Quota Management – Quota Exceeded Warning Content


NPAC SMS shall include the Pending and Approved counts for all exceeded quotas in the Quota Exceeded Warning Message.  (previously NANC 408, Req X36)


RR3-606	SPID Migration Update – Migration Quota Tunable Parameter


NPAC SMS shall provide a SPID Migration Quota tunable parameter, which is defined as the maximum number of SPID Migration timeslots within a region for a given SPID Migration maintenance window.  (previously NANC 408, Req 27)


RR3-607	SPID Migration Update – Migration Quota Tunable Parameter Default


NPAC SMS shall default the SPID Migration Quota tunable parameter to seven (7) migrations.  (previously NANC 408, Req 28)


RR3-608	SPID Migration Update – Migration Quota Tunable Parameter Modification


NPAC SMS shall allow NPAC SMS Personnel, via the NPAC Administrative Interface, to modify the SPID Migration Quota tunable parameter.  (previously NANC 408, Req 29)


RR3-609	SPID Migration Update – All Regions Migration Quota Tunable Parameter


NPAC SMS shall provide an All Regions SPID Migration Quota tunable parameter, which is defined as the maximum number of SPID Migrations timeslots for all regions for a given SPID Migration maintenance window.  (previously NANC 408, Req 30)


RR3-610	SPID Migration Update – All Regions Migration Quota Tunable Parameter Default


NPAC SMS shall default the All Regions SPID Migration Quota tunable parameter to twenty-five (25) migrations.  (previously NANC 408, Req 31)


RR3-611	SPID Migration Update – All Regions Migration Quota Tunable Parameter Modification


NPAC SMS shall allow NPAC SMS Personnel, via the NPAC Administrative Interface, to modify the All Regions SPID Migration Quota tunable parameter.  (previously NANC 408, Req 32)


RR3-612	SPID Migration Update – SV Quota Tunable Parameter


NPAC SMS shall provide a SPID Migration SV Quota tunable parameter, which is defined as the maximum number of SVs and NPBs within a region for a given SPID Migration maintenance window.  (previously NANC 408, Req 35)


NOTE:  The number includes both ported and pooled SVs plus number pool blocks.  The number of pooled SVs are NOT included.


NOTE:  The quantity of SVs and NPBs can be dynamic, so the quantity is based on the number of SVs and NPBs for a given migration at the time of the SPID Migration request.  For subsequent migrations in a given window, the previous SPID Migration SV quantities are not recalculated.  Modifying a SPID Migration will cause SV and NPB quantities to be recalculated.


RR3-613	SPID Migration Update – SV Quota Tunable Parameter Default


NPAC SMS shall default the SPID Migration SV Quota tunable parameter to five hundred thousand (500,000) SVs and NPBs.  (previously NANC 408, Req 36)


RR3-614	SPID Migration Update – SV Quota Tunable Parameter Modification


NPAC SMS shall allow NPAC SMS Personnel, via the NPAC Administrative Interface, to modify the SPID Migration SV Quota tunable parameter.  (previously NANC 408, Req 37)








IIS:


No Change Required.








GDMO:


No Change Required.








ASN.1:


No Change Required.








XIS:


No Change Required.








XSD:


No Change Required.
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LNPA WG – Potential Sunset List


LNPA WG Agenda Item – Determine what NPAC Functionality should be considered for sunset


Service Provider Data


Sunset the ability for Service Providers to update their CMIP network data in their customer profile





The NPAC Customer Network Address information allows Service Providers to modify their own data, such as NSAP, TSAP, SSAP, PSAP, and Internet Address.  It would be more secure to only allow NPAC Personnel to modify this data on behalf of the Service Provider, as an incorrect modification would cause the Service Provider to lose connectivity to the NPAC.



NPAC LOE:  Low-Medium.





			


			iconectiv


			Neustar


			Oracle





			SOA LOE


			Low


			Medium


			N/A





			LSMS LOE


			None


			None


			Medium











Usage:  No Service Provider has updated their CMIP Network Data in their customer profile in the past year. 





Local System Impact:  Either an operations change (if disabled in the NPAC only) or a functionality change (if removed from the interface) would be required to sunset this capability.  June 2017 update: The NPAC would be changed to return an existing application-level error (if application-level errors are supported by the system / SPID) or a primitive error (if application-level errors are not supported by the system / SPID) if any NPAC Customer Network Address information is provided in an otherwise valid modification request.  This change would eliminate any impacts to local system interfaces for sunset of this item.


Removed


Sunset unused Customer Contact information on NPAC Admin GUI and LTI





The NPAC Customer Contact information has categories for Billing, Conflict Resolution, LSMS, NPAC Customer, Network and Communications Facilities, Operations, and Repair Center.  Many of these are either left blank, or populated with the same information for all categories, rendering them not helpful to other Service Providers that are looking to get the appropriate contact information. At one time this information was used to populate the NPAC secure website, however today all contact info for the secure website is pulled from a different system. The contact info in the NPAC customer profile can only be viewed by the profile SPID and NPAC Personnel.



NPAC LOE:  Low-Medium.








			


			Iconectiv


			Neustar


			Oracle





			SOA LOE


			Low


			Low


			N/A





			LSMS LOE


			None


			None


			None











Usage:  There were 3 Service Providers that requested to change the contact information in their profile in 2014.





Local System Impact:  Currently, the Customer Contact information can be queried over the XML and CMIP interfaces and updated over the CMIP interface.  Either an operations change (if disabled in the NPAC only) or a functionality change (if removed from the interface) would be required to sunset this capability.  June 2017 update:  The NPAC would be changed to return an existing application-level error (if application-level errors are supported by the system / SPID) or a primitive error (if application-level errors are not supported by the system / SPID) if any NPAC Customer Contact information is provided in an otherwise valid CMIP modification request.  This change would eliminate any impacts to local system interfaces for sunset of this item.


Sunset ability for SOA to use a separate channel for notifications (NANC 383)





During the May/Jul 2016 LNPA WG meetings, a discussion took place regarding the current usage of NANC 383 functionality, Separate SOA Channel for Notifications.  As it was determined that no SP was currently using the functionality, it was requested that this be placed on the Sunset List for future consideration.



NPAC LOE:  TBD.








			


			Iconectiv


			Neustar


			Oracle





			SOA LOE


			TBD


			TBD


			TBD





			LSMS LOE


			TBD


			TBD


			TBD











Usage:  None as of the Jul 2016 LNPA WG meeting.





Local System Impact:  TBD.





Network Data


Removed


Removed






Subscription Data


Sunset single TN Notifications





In R3.1 (Oct 2001), the NPAC implemented NANC 179, TN Range Notifications.  For SOAs/LSMSs that do not support ranges, individual TN notifications are used.  Ranged notifications are beneficial for updates to multiple SVs because the notification information is consolidated into a single notification.  This functionality is optional in the XML interface.  For 1 TN, a range notification of 1 is used.



NPAC LOE:  Low-Medium.





			


			Iconectiv


			Neustar


			Oracle





			SOA LOE


			None


			None


			N/A





			LSMS LOE


			None


			None


			None











Usage:  5 SOA SPIDs (3 Service Providers) in the 7 U.S. NPAC Regions currently do not support range notifications.  The vendor(s) for these 3 Service Providers do support range notifications.





Removed 





[bookmark: OLE_LINK1][bookmark: OLE_LINK2]Removed





Sunset the ability for SOA to not support Cause Code 2 (automatic conflict from cancellation notification)





In R3.3 (Feb 2006), the NPAC implemented NANC 138, Definition of Cause Codes.  A new cause code was added to differentiate 1.) automatic cancellation, from 2.) automatic conflict from cancellation.  For SOAs that do not support cause code #2, the cause code was set to #1 in all cases, thereby limiting the effectiveness of cause code #1 (is it really #1, or #2 defaulted to #1?).  This functionality is still optional in the XML interface.





NPAC LOE:  Low.





			


			iconectiv


			Neustar


			Oracle





			SOA LOE


			None


			None


			N/A





			LSMS LOE


			None


			None


			None











Usage:  11 SOA SPIDs (10 Service Providers) in the 7 U.S. NPAC Regions currently do not support Cause Code 2.  The vendor(s) for these 10 Service Providers do support Cause Code 2.









Sunset the ability for SOA to not support receiving AVC when an SV transitions from Cancel-Pending to Conflict due to expiration of T2





NANC change order 373 was created and discussed in Dec 2002.  The NPAC documentation did NOT initially list the AttributeValueChange notification when the NPAC automatically sets an SV from cancel-pending to conflict at expiration of the T2 timer. To reconcile this, a doc only change was made to include it and the AVC notification was optional. If this feature is sunset it would no longer be optional. All systems would receive the notification. This is required in the XML interface.



NPAC LOE:  Low.





			


			iconectiv


			Neustar


			Oracle





			SOA LOE


			None


			None


			N/A





			LSMS LOE


			None


			None


			None











Usage:  11 SOA SPIDs (5 Service Providers) in the 7 U.S. NPAC Regions currently do not support receiving AVC when an SV transitions from Cancel-Pending to Conflict due to expiration of T2.  The vendor(s) for these 5 Service Providers do support receiving the AVC.





Pool Block Data


Removed





Audits


Removed





Removed





Recovery


Removed


BDDs


Sunset BDD Response Files





In R3.2 (May 2003), the NPAC implemented NANC 322, Clean up Failed SP List based on Service Provider’s BDD Response File.  This allowed a failed LSMS to bypass the receipt of SV data during an SV Recovery Request if the LSMS already received the SVs in a BDD File.  This functionality is not interface specific. It could be used by providers regardless of what interface they support.



NPAC LOE:  Low.





			


			Iconectiv


			Neustar


			Oracle





			SOA LOE


			None


			None


			N/A





			LSMS LOE


			None


			None


			None











Usage:  No provider has ever sent a BDD response file to the NPAC for processing.  At the January 2015 LNPA WG meeting, the group determined that this is a strong candidate for sunsetting.





Reports


Removed





Sunset Data Integrity Sample (Audit and report)





The Data Integrity Sample functionality is no longer needed (both the audit and the report).  This is defined in section 8.7, Data Integrity Sampling, of the FRS.  It was designed to monitor data integrity between the NPAC SMS and the Local SMS.  Data integrity has never been an issue, as failed SP Lists with corresponding recovery requests, and audits are self-cleaning mechanisms.



NPAC LOE:  Low.





			


			iconectiv


			Neustar


			Oracle





			SOA LOE


			None


			None


			N/A





			LSMS LOE


			None


			None


			None











Usage:  The Sample Audit is run every 7 days, but the report is never generated. 





Other Data


Removed


Removed


Sunset the following (highlighted in yellow) unused billing categories (like mass storage, audits, etc.)





Some billing data and billing reports are not used (e.g., R11-4, Usage Measurements for Allocated Mass Storage, NPAC SMS shall generate usage measurements for the allocated mass storage – number of records stored – for each Service Provider).



From the FRS (NOTE:  Only the following functionality highlighted in yellow is being considered for sunsetting):





[bookmark: _Toc357417121][bookmark: _Toc361567576][bookmark: _Toc364226300][bookmark: _Toc365874913][bookmark: _Toc367618328][bookmark: _Toc368561434][bookmark: _Toc368728378][bookmark: _Toc380829238][bookmark: _Toc436023431][bookmark: _Toc436025494][bookmark: _Toc376766656]11.2	System Functionality


R11‑2	Generating Usage Measurements for NPAC Resources


NPAC SMS shall measure and record the usage of NPAC resources on a per Service Provider basis.


R11‑3	Generating Usage Measurements for Allocated Connections


NPAC SMS shall generate usage measurements for allocated connections for each Service Provider.


R11‑4	Generating Usage Measurements for Allocated Mass Storage


NPAC SMS shall generate usage measurements for the allocated mass storage (number of records stored) for each Service Provider.


R11-9	Billing Report Types


NPAC SMS shall be capable of creating the following billing reports:


· Login Session Per Service Provider


· Allocated Mass Storage


· Messages Processed by type (to include download data and data resent by request)


· Audits Requested and Processed


· Requested Report Generation


· Service Establishment (to include Service Provider establishment, user login ID addition to the NPAC SMS, and mechanized Interface Activation)


R11-13	NPAC Personnel Billing Report Destination


· NPAC SMS shall allow NPAC personnel to determine the output destination of the billing report. The destinations will include: on-line (on screen), printer, file, or FAX. The default selection is on-line.





NPAC LOE:  Low.





			


			Iconectiv


			Neustar


			Oracle





			SOA LOE


			None


			None


			N/A





			LSMS LOE


			None


			None


			None











Usage:  None.





Removed


GUI


Clarify Requirements for Unused User ID disable period tunable/feature





The NPAC has a feature that “disables” LTI user IDs that are not used on a regular basis.  As some Service Providers only maintain LTI connections for back-up purposes, some user IDs may go many months in between usage.  The FRS requirements for this “disabling” feature should be clarified through a Doc Only change to state that the LTI User can and must access their “disabled” account using their old password, and reset to a new password, in order to reactivate their account.  Until activated, resetting to a new password is the only accessible functionality for the account.  This is consistent with current functionality for this feature.





NPAC LOE:  Low.





			


			Iconectiv


			Neustar


			Oracle





			SOA LOE


			None


			None


			N/A





			LSMS LOE


			None


			None


			None











Usage:  Currently there are 834 User IDs that are disabled due to lack of use and their password needing to be changed before they can login again.  In the past year, 46 Users reset their password.
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LNPA WG – Potential Sunset List


LNPA WG Agenda Item – Determine what NPAC Functionality should be considered for sunset


Service Provider Data


Sunset the ability for Service Providers to update their CMIP network data in their customer profile





The NPAC Customer Network Address information allows Service Providers to modify their own data, such as NSAP, TSAP, SSAP, PSAP, and Internet Address.  It would be more secure to only allow NPAC Personnel to modify this data on behalf of the Service Provider, as an incorrect modification would cause the Service Provider to lose connectivity to the NPAC.



NPAC LOE:  Low-Medium.





			


			iconectiv


			Neustar


			Oracle





			SOA LOE


			Low


			Medium


			N/A





			LSMS LOE


			None


			None


			Medium











Usage:  No Service Provider has updated their CMIP Network Data in their customer profile in the past year. 





Local System Impact:  Either an operations change (if disabled in the NPAC only) or a functionality change (if removed from the interface) would be required to sunset this capability.  June 2017 update: The NPAC would be changed to return an existing application-level error (if application-level errors are supported by the system / SPID) or a primitive error (if application-level errors are not supported by the system / SPID) if any NPAC Customer Network Address information is provided in an otherwise valid modification request.  This change would eliminate any impacts to local system interfaces for sunset of this item.


Removed


Sunset unused Customer Contact information on NPAC Admin GUI and LTI





The NPAC Customer Contact information has categories for Billing, Conflict Resolution, LSMS, NPAC Customer, Network and Communications Facilities, Operations, and Repair Center.  Many of these are either left blank, or populated with the same information for all categories, rendering them not helpful to other Service Providers that are looking to get the appropriate contact information. At one time this information was used to populate the NPAC secure website, however today all contact info for the secure website is pulled from a different system. The contact info in the NPAC customer profile can only be viewed by the profile SPID and NPAC Personnel.



NPAC LOE:  Low-Medium.








			


			Iconectiv


			Neustar


			Oracle





			SOA LOE


			Low


			Low


			N/A





			LSMS LOE


			None


			None


			None











Usage:  There were 3 Service Providers that requested to change the contact information in their profile in 2014.





Local System Impact:  Currently, the Customer Contact information can be queried over the XML and CMIP interfaces and updated over the CMIP interface.  Either an operations change (if disabled in the NPAC only) or a functionality change (if removed from the interface) would be required to sunset this capability.  June 2017 update:  The NPAC would be changed to return an existing application-level error (if application-level errors are supported by the system / SPID) or a primitive error (if application-level errors are not supported by the system / SPID) if any NPAC Customer Contact information is provided in an otherwise valid CMIP modification request.  This change would eliminate any impacts to local system interfaces for sunset of this item.


Sunset ability for SOA to use a separate channel for notifications (NANC 383)





During the May/Jul 2016 LNPA WG meetings, a discussion took place regarding the current usage of NANC 383 functionality, Separate SOA Channel for Notifications.  As it was determined that no SP was currently using the functionality, it was requested that this be placed on the Sunset List for future consideration.



NPAC LOE:  TBD.








			


			Iconectiv


			Neustar


			Oracle





			SOA LOE


			TBD


			TBD


			TBD





			LSMS LOE


			TBD


			TBD


			TBD











Usage:  None as of the Jul 2016 LNPA WG meeting.





Local System Impact:  TBD.





Network Data


Removed


Removed






Subscription Data


Sunset single TN Notifications





In R3.1 (Oct 2001), the NPAC implemented NANC 179, TN Range Notifications.  For SOAs/LSMSs that do not support ranges, individual TN notifications are used.  Ranged notifications are beneficial for updates to multiple SVs because the notification information is consolidated into a single notification.  This functionality is optional in the XML interface.  For 1 TN, a range notification of 1 is used.



NPAC LOE:  Low-Medium.





			


			Iconectiv


			Neustar


			Oracle





			SOA LOE


			None


			None


			N/A





			LSMS LOE


			None


			None


			None











Usage:  5 SOA SPIDs (3 Service Providers) in the 7 U.S. NPAC Regions currently do not support range notifications.  The vendor(s) for these 3 Service Providers do support range notifications.





Removed 





[bookmark: OLE_LINK1][bookmark: OLE_LINK2]Removed





Sunset the ability for SOA to not support Cause Code 2 (automatic conflict from cancellation notification)





In R3.3 (Feb 2006), the NPAC implemented NANC 138, Definition of Cause Codes.  A new cause code was added to differentiate 1.) automatic cancellation, from 2.) automatic conflict from cancellation.  For SOAs that do not support cause code #2, the cause code was set to #1 in all cases, thereby limiting the effectiveness of cause code #1 (is it really #1, or #2 defaulted to #1?).  This functionality is still optional in the XML interface.





NPAC LOE:  Low.





			


			iconectiv


			Neustar


			Oracle





			SOA LOE


			None


			None


			N/A





			LSMS LOE


			None


			None


			None











Usage:  11 SOA SPIDs (10 Service Providers) in the 7 U.S. NPAC Regions currently do not support Cause Code 2.  The vendor(s) for these 10 Service Providers do support Cause Code 2.









Sunset the ability for SOA to not support receiving AVC when an SV transitions from Cancel-Pending to Conflict due to expiration of T2





NANC change order 373 was created and discussed in Dec 2002.  The NPAC documentation did NOT initially list the AttributeValueChange notification when the NPAC automatically sets an SV from cancel-pending to conflict at expiration of the T2 timer. To reconcile this, a doc only change was made to include it and the AVC notification was optional. If this feature is sunset it would no longer be optional. All systems would receive the notification. This is required in the XML interface.



NPAC LOE:  Low.





			


			iconectiv


			Neustar


			Oracle





			SOA LOE


			None


			None


			N/A





			LSMS LOE


			None


			None


			None











Usage:  11 SOA SPIDs (5 Service Providers) in the 7 U.S. NPAC Regions currently do not support receiving AVC when an SV transitions from Cancel-Pending to Conflict due to expiration of T2.  The vendor(s) for these 5 Service Providers do support receiving the AVC.





Pool Block Data


Removed





Audits


Removed





Removed





Recovery


Removed


BDDs


Sunset BDD Response Files





In R3.2 (May 2003), the NPAC implemented NANC 322, Clean up Failed SP List based on Service Provider’s BDD Response File.  This allowed a failed LSMS to bypass the receipt of SV data during an SV Recovery Request if the LSMS already received the SVs in a BDD File.  This functionality is not interface specific. It could be used by providers regardless of what interface they support.



NPAC LOE:  Low.





			


			Iconectiv


			Neustar


			Oracle





			SOA LOE


			None


			None


			N/A





			LSMS LOE


			None


			None


			None











Usage:  No provider has ever sent a BDD response file to the NPAC for processing.  At the January 2015 LNPA WG meeting, the group determined that this is a strong candidate for sunsetting.





Reports


Removed





Sunset Data Integrity Sample (Audit and report)





The Data Integrity Sample functionality is no longer needed (both the audit and the report).  This is defined in section 8.7, Data Integrity Sampling, of the FRS.  It was designed to monitor data integrity between the NPAC SMS and the Local SMS.  Data integrity has never been an issue, as failed SP Lists with corresponding recovery requests, and audits are self-cleaning mechanisms.



NPAC LOE:  Low.





			


			iconectiv


			Neustar


			Oracle





			SOA LOE


			None


			None


			N/A





			LSMS LOE


			None


			None


			None











Usage:  The Sample Audit is run every 7 days, but the report is never generated. 





Other Data


Removed


Removed


Sunset the following (highlighted in yellow) unused billing categories (like mass storage, audits, etc.)





Some billing data and billing reports are not used (e.g., R11-4, Usage Measurements for Allocated Mass Storage, NPAC SMS shall generate usage measurements for the allocated mass storage – number of records stored – for each Service Provider).



From the FRS (NOTE:  Only the following functionality highlighted in yellow is being considered for sunsetting):





[bookmark: _Toc357417121][bookmark: _Toc361567576][bookmark: _Toc364226300][bookmark: _Toc365874913][bookmark: _Toc367618328][bookmark: _Toc368561434][bookmark: _Toc368728378][bookmark: _Toc380829238][bookmark: _Toc436023431][bookmark: _Toc436025494][bookmark: _Toc376766656]11.2	System Functionality


R11‑2	Generating Usage Measurements for NPAC Resources


NPAC SMS shall measure and record the usage of NPAC resources on a per Service Provider basis.


R11‑3	Generating Usage Measurements for Allocated Connections


NPAC SMS shall generate usage measurements for allocated connections for each Service Provider.


R11‑4	Generating Usage Measurements for Allocated Mass Storage


NPAC SMS shall generate usage measurements for the allocated mass storage (number of records stored) for each Service Provider.


R11-9	Billing Report Types


NPAC SMS shall be capable of creating the following billing reports:


· Login Session Per Service Provider


· Allocated Mass Storage


· Messages Processed by type (to include download data and data resent by request)


· Audits Requested and Processed


· Requested Report Generation


· Service Establishment (to include Service Provider establishment, user login ID addition to the NPAC SMS, and mechanized Interface Activation)


R11-13	NPAC Personnel Billing Report Destination


· NPAC SMS shall allow NPAC personnel to determine the output destination of the billing report. The destinations will include: on-line (on screen), printer, file, or FAX. The default selection is on-line.





NPAC LOE:  Low.





			


			Iconectiv


			Neustar


			Oracle





			SOA LOE


			None


			None


			N/A





			LSMS LOE


			None


			None


			None











Usage:  None.





Removed


GUI


Clarify Requirements for Unused User ID disable period tunable/feature





The NPAC has a feature that “disables” LTI user IDs that are not used on a regular basis.  As some Service Providers only maintain LTI connections for back-up purposes, some user IDs may go many months in between usage.  The FRS requirements for this “disabling” feature should be clarified through a Doc Only change to state that the LTI User can and must access their “disabled” account using their old password, and reset to a new password, in order to reactivate their account.  Until activated, resetting to a new password is the only accessible functionality for the account.  This is consistent with current functionality for this feature.





NPAC LOE:  Low.





			


			Iconectiv


			Neustar


			Oracle





			SOA LOE


			None


			None


			N/A





			LSMS LOE


			None


			None


			None











Usage:  Currently there are 834 User IDs that are disabled due to lack of use and their password needing to be changed before they can login again.  In the past year, 46 Users reset their password.
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NANC TBD467 –V1


Origination Date:  09/03/15


Originator:  iconectiv


[bookmark: _Toc72227019]Change Order Number:  NANC TBD467


Description:  ASN.1 – CMIP lnpRecoveryComplete Action reply


Functional Backwards Compatible:  Yes





IMPACT/CHANGE ASSESSMENT








			DOC


			FRS


			IIS





			


			N


			N











			CMIP


			GDMO


			ASN.1


			NPAC


			SOA


			LSMS





			


			N


			Y


			N


			N


			N











			XML


			XIS


			XSD


			NPAC


			SOA


			LSMS





			


			N


			N


			N


			N


			N














Business Need


Recovery - CMIP lnpRecoveryComplete Action reply - RecoveryCompleteReply definition in ASN.1  contains subscriber-data, network-data, block-data.  However, all of the subscription, network and block data is recovered via other messages, not the recovery complete message.  These attributes seem to be unnecessary, and if so, can they be removed from ASN.1?





Description of Change:


Delete attributes.









[bookmark: _Toc59881639]ASN.1:


RecoveryCompleteReply ::= SEQUENCE {


    status ResultsStatus,


    subscriber-data [1] SubscriptionDownloadData OPTIONAL,


    network-data [2] NetworkDownloadData OPTIONAL,


    block-data [3] BlockDownloadData OPTIONAL,


    error-code [41] LnpSpecificErrorCode OPTIONAL -- present if status not success


}
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Description:  ASN.1 – SV DisconnectReply


Functional Backwards Compatible:  Yes
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Business Need


SV Disconnects - the ASN.1 DisconnectReply definition includes an optional "version-id SET OF SubscriptionVersionId".  However, there are no details in the FRS, IIS, EFD, or GDMO that describe under what condition this set of version IDs is populated.  iconectiv team assumes this is not used, as other reply structures (SV modify, SV create) do not include this.  XML interface does not include this information in its disconnect reply.





Description of Change:


Delete attributes.









[bookmark: _Toc59881639]ASN.1:





DisconnectReply ::= SEQUENCE {


    status SubscriptionVersionActionReply,


    version-id SET OF SubscriptionVersionId OPTIONAL,


    error-code LnpSpecificErrorCode OPTIONAL -- present if status not success


}
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Origination Date:  09/03/15


Originator:  iconectiv


[bookmark: _Toc72227019][bookmark: _GoBack]Change Order Number:  NANC TBD472


Description:  ASN.1 – Audit Discrepancy Report


Functional Backwards Compatible:  No
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Business Need


Audit Processing - the discrepancy report for CMIP (MismatchAttributes definition in ASN.1) indicates that the SV Type can be reported as discrepant.  However, the ASN.1 definition for SVType does not support a "no-value-needed" choice, which means that the SV Type could not be reported as null in either NPAC/LSMS or non-null in the other system, even though SV Type, from an interface perspective, is optional for downloads.





Description of Change:


Modify SV Type to support a "no-value-needed" choice.  This will be used in a scenario where an LSMS that supports SV Type does not return a value in response to an audit query.  A correction for the SV Type value will be sent to the LSMS, and the notification to the auditing SOA will indicate that the LSMS sent back a NULL value for the SV Type attribute.









[bookmark: _Toc59881639]ASN.1:








SVType ::= CHOICE {


  value [0] ENUMERATED {


    wireline                      (0),


    wireless                      (1),


    class2VoIP-noNumAssgnmt       (2),


    voWiFi                        (3),


    prepaid-wireless              (4),


    class1And2VoIP-WithNumAssgnmt (5),


    sv-type-6                     (6),


    sv-type-7                     (7),


    sv-type-8                     (8),


    sv-type-9                     (9)


  },


  no-value-needed [1] NULL


}
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Origination Date:  09/03/15
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Description:  ASN.1 – AddressInformation


Functional Backwards Compatible:  Yes
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Business Need


The ASN.1 AddressInformation definition does not indicate that any attributes are optional, while the FRS data model indicates that several attributes are optional (province, fax, pager, etc.).  Which is correct?





Description of Change:


The data model is correct. Currently, required fields that should be optional are populated with NULL characters.  The ASN.1 will be updated.






[bookmark: _Toc59881639]ASN.1:





AddressInformation ::= SEQUENCE {


    line1 GraphicString40,


    line2  GraphicString40,


    city   GraphicString20,


    state  GraphicString(SIZE(2)),


    zip  GraphicString(SIZE(9)),


    province GraphicString(SIZE(2)) OPTIONAL,


    country GraphicString20,


    contactPhone  PhoneNumber,


    contact  GraphicString40,


    contactFax  PhoneNumber OPTIONAL,


    contactPager  PhoneNumber OPTIONAL,


    contactPagerPIN  DigitString OPTIONAL, -- value should be no more than 10 digits


    contactE-mail  GraphicString60 OPTIONAL


}
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Description:  ASN.1 – SWIM Recovery


Functional Backwards Compatible:  Yes
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			DOC


			FRS


			IIS





			


			N


			N











			CMIP


			GDMO


			ASN.1


			NPAC


			SOA


			LSMS





			


			N


			Y


			N


			N


			N











			XML


			XIS


			XSD


			NPAC


			SOA


			LSMS





			


			N


			N


			N


			N


			N














Business Need


Is the additionalInformation field in the M-EVENT-REPORT Reply SwimProcessing-RecoveryResponse ever populated?


Description of Change:


Remove the additionlInformation attribute from the ASN.1.






[bookmark: _Toc59881639]ASN.1:





SwimProcessing-RecoveryResponse ::= SEQUENCE {


    status                [0] SwimResultsStatus,


    error-code            [1] LnpSpecificErrorCode OPTIONAL, -- present if status not success


    stop-date         [2] GeneralizedTime OPTIONAL, -- present if SWIM data collection turned off


    additionalInformation [3] AdditionalInformation OPTIONAL


}
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Business Need


GDMO:  There appears to be a typo in the GDMO (extra space between “LNP-ASN1.” and “ServiceProviderType”).





Description of Change:


Remove extra space.









[bookmark: _Toc59881639]GDMO:


-- 151.0 LNP Service Provider Type


serviceProviderType ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1. ServiceProviderType;


    MATCHES FOR EQUALITY;


    BEHAVIOUR serviceProviderTypeBehavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 151};
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Description:  FRS ASN.1 – Pre Cancellation Status of Disconnect Pending
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Business Need


If a Pre-Cancellation Status of Disconnect Pending is never used, can the FRS/GDMO/ASN.1 be updated to remove the value?





Description of Change:


Remove Disconnect Pending value.









[bookmark: _Toc59881639]FRS:


Subscription Version Data Model:





			Pre-Cancellation Status


			E


			


			Status of the Subscription Version prior to cancellation.  Valid enumerated values are:


· X	-	Conflict (0)


· P	-	Pending (2)


· DP	-	Disconnect Pending (6)














GDMO:


No change.





ASN.1:


SubscriptionPreCancellationStatus ::= ENUMERATED {


    conflict (0),


    pending (2),


    disconnect-pending (6)


}
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Key Words:  CMIP
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Business Need:


Currently the NPAC supports IPv4 as the Internet addressing protocol.  Due to various corporate initiatives, several Service Providers have inquired about the desire and timeline of the NPAC supporting IPv6 addresses.  The purpose of this change order is to request analysis to determine the feasibility and timing of adding support for IPv6.


What is IPv6?


IPv6 network protocol is the successor to IPv4, the Internet addressing protocol which has been used for many years since the early days of the Internet.  When the Internet was first established, it was a research network and the addressing was limited.  It was never thought that it would be used to connect everything from a mobile phone to a hi-fi or refrigerator.  Opinions vary greatly but current estimates indicate that we will run out of available IPv4 based addresses in the next few years.  IPv6 solves this problem and also introduces new features to improve how the Internet works.  The current IPv4 address space contains 232 or approximately 4.3 billion addresses.  The number of addresses offered by IPv6 is 2128 or approximately 340 undecillion (3.4 x 1038 or 340 trillion networks of one trillion addresses each).


Links for more info on IPv6:


http://en.wikipedia.org/wiki/IPv6


http://www.networkdictionary.com/networking/IPv6vsIPv4.php


How does this affect the NPAC?


Currently, all network communication between service providers and the NPAC (i.e., SOA, LSMS, LTI, web sites, email, etc.) use IPv4 addresses.  In addition to network routing, there is an IPv4 address embedded in the NSAP (Network Service Access Point) used by the OSI stack.  This means there must be changes made for the LNP systems (NPAC, SOA, and LSMS) to use IPv6.








Description of Change:


To facilitate a transition from IPv4 to IPv6 the NPAC should use a dual-stack approach, allowing providers to migrate their networks on their corporate timetable.








FRS:


TBD








IIS:


TBD








GDMO:


TBD








ASN.1:


TBD
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Business Need


Documentation updates.





Description of Change:


Changes detailed below.









[bookmark: _Toc59881639]Requirements:


GDMO Behavior (changed text in yellow highlights)








-- 12.0 LNP NPAC SMS Managed Object Class





[snip]





lnpNPAC-SMS-Behavior BEHAVIOUR


    DEFINED AS !


        NPAC SMS Managed Object for the SOA to NPAC SMS and the Local SMS


        to NPAC SMS interface.





        [snip]





        A SOA or LSMS may implement an Application Level Heartbeat


        functionality.  With this functionality the NPAC SMS will send a


        periodic Heartbeat message when a quiet period between the SOA/LSMS


        and the NPAC SMS exceeds the tunable value.  If a SOA/LSMS fails to


        respond to the Heartbeat message within a timeout period, the


        association will be aborted by the NPAC SMS.  If a SOA/LSMS


        implements the Heartbeat message, it should be used on every


        association.





    !;





-- 25.0 LNP Service Provider Filter NPA-NXX Managed Object Class





[snip]





lsmsFilterNPA-NXX-Definition BEHAVIOUR


    DEFINED AS !


        The lsmsFilterNPA-NXX class is the managed object


        used to identify the NPA-NXX values for which a service provider


        does not want to be informed of subscription version broadcasts, 


        network downloads, NPA-NXX broadcasts, NPA-NXX-X broadcasts, Number Pool Block broadcasts,or SOA notifications.


    !;








-- 31.0 Service Provider NPA-NXX-X Data Managed Object Class





serviceProvNPA-NXX-X-Behavior BEHAVIOUR





[snip]





        The serviceProvNPA-NXX-X-ModifiedTimeStamp is set to the current


        date and time of when the object is created on the NPAC SMS or when the NPAC SMS last modified the object.








-- 8.0  LNP Audit Discrepancy Version Id





auditDiscrepancyVersionId ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.SubscriptionVersionId;


    MATCHES FOR EQUALITY;


    BEHAVIOUR auditDiscrepancyVersionId-Behavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 8};





auditDiscrepancyVersionId-Behavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to store the version id for the TN for


        which the discrepancy was found in an audit discrepancy


        notification in a log record.





        The NPAC SMS uses a 32-bit signed integer for the Naming ID Value.  ID


        value interpretation is based on the way an LNP system treats binary


        integer numbers.  Signed interpretation will see negative numbers when


        the 32nd bit is used.  Unsigned interpretation will always see


        positive numbers.


                    Binary                      Signed         Unsigned


                    Numbers                     Numbers         Numbers


        00000000000000000000000000000001           1               1


        00000000000000000000000000000010           2               2


        00000000000000000000000000000011           3               3


                     (cont')                    (cont')         (cont')


        01111111111111111111111111111110      2147483646      2147483646


        01111111111111111111111111111111      2147483647      2147483647


                                               Rollover


        10000000000000000000000000000000     -2147483648      2147483648


        10000000000000000000000000000001     -2147483647      2147483649


        10000000000000000000000000000010     -2147483646      2147483650


        10000000000000000000000000000011     -2147483645      2147483651


                     (cont')                    (cont')         (cont')





Change below from Microsoft Word quote signs to straight ascii quote signs.  Same change in several more places in GDMO behavior.





        Rollover will take place when the ID exhausts the 32-bit values (or


        prior to for operational considerations).  Using a signed


        interpretation, a “sign” rollover occurs when the ID increments from


        31-bit to 32-bit.





-- 35.0 LNP Service Provider Name





serviceProvName ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.ServiceProvName;


    MATCHES FOR EQUALITY, ORDERING;


    BEHAVIOUR serviceProvNameBehavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 35};





serviceProvNameBehavior BEHAVIOUR


    DEFINED AS !


        This attribute is the English name for the service provider (including slash indicator, 38 +2’\’ and 1 digit).


!;








-- 138.0 LNP Service Provider NPA-NXX-X Modified Timestamp





[snip]





serviceProvNPA-NXX-X-ModifiedTimeStampBehavior BEHAVIOUR


    DEFINED AS !


        This attribute provides the date and time the


        serviceProvNPA-NXX-X object was last modified on the NPAC SMS or when the object is created on the NPAC SMS.


!;








-- 159.0 LNP Service Provider NPA-NXX Modification Time Stamp





[snip]





serviceProvNPA-NXX-ModifiedTimeStampBehavior BEHAVIOUR


    DEFINED AS !


        This attribute provides the date and time the serviceProvNPA-NXX


        object was last modified on the NPAC SMS (either the subscriptionVersionNewNPA-NXX notification is sent or the serviceProvNPA-NXX-EffectiveTimeStamp is updated).  It is initially null when the serviceProvNPA-NXX object is created.


!;





-- 1.0 LNP Download Action





[snip]





lnpDownloadBehavior BEHAVIOUR


    DEFINED AS !


        Preconditions: This action is issued from an lnpSubscriptions


        or an lnpNetwork object and all objects to be downloaded


        are specified in the action request.





        [snip]





        The SOA or LSMS is capable of recovering data based on the 


        association functions. The SOA recovers service provider data and 


        network data using the data download association function 


        (dataDownload). The SOA recovers notification data using the 


        network data management association function (networkDataMgmt).


        soa management association function (soaMgmt).


        The LSMS recovers service provider data and network data, 


        subscription data,and number pool block using the data download


        association function (dataDownload) and recovers notification data 


        using the network data management association function 


        (networkDataMgmt). If a SOA supports a separate SOA channel, the SOA 


        recovers notification data using the notification download 


        association function (notificationDownload).








-- 6.0 LNP Subscription Version Local SMS Create Action





[snip]





subscriptionVersionLocalSMS-CreateBehavior BEHAVIOUR


    DEFINED AS !


        [snip]





        For Release 1.4 Number Pooling Support:





        There will be no need on the part of the LSMS to validate


        the TN-range.  The LSMS will use the subscriptionVersionObjects


        to create the subscription versions for the TN range in the LSMS.


        This is done to insure that the subscription version ids used


        in the NPAC SMS and the Local SMS are the same.  With the


        implementation by all LSMSs to EDR, the TN-range attribute is


        no longer used.


        !;
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Business Need


The current XML schema definition of the Optional Data attribute on subscription version and number pool block modify operations incorrectly indicate the values can be removed in their entirety.  Since the Optional Data attribute could contain multiple parameters (with values), the XML schema should be changed to prevent a mistake where all of the values in all of the parameters are removed, when only one or more are meant to removed.  As such, the current behavior requires that each parameter within the Optional Data attribute be individually identified for modification, including a modification where the existing value is being removed.





Description of Change:


Update XIS.  Update XML schema.






[bookmark: _Toc59881639]XIS:


0. [bookmark: _Toc336959525][bookmark: _Toc338686192][bookmark: _Toc394492798]  NPAC Rules for Handling of Optional Data Fields


Information is provided on how the NPAC handles the XML string as well as how providers system should deal with Activate and Modify downloads that contain the XML structure svb_optional_data. Disconnects are not covered here because they don’t contain the XML svb_optional_data structure. If a SOA request contains multiple optional data fields with the same field name, the first of the duplicates will be used.


· Activate – The svb_optional_data structure contains only those fields supported by the provider and specified in the create request.


· Provider systems should store the fields specified in the message.


· Modify - The svb_optional_data structure contains only those fields supported by the provider and that were modified in the modify request. 


· If the modify removed a value from an optional field, it is included in the svb_optional_data structure with an od_value of nil.


· Provider systems should modify only the fields specified in the message. Any other optional fields should be retained.


· Downloads resulting from an Audit - The svb_optional_data structure is included only for fields supported by the provider.


· Only the optional data fields supported by an LSMS are audited.


· Only the optional data fields supported by the auditing SOA are returned to the SOA in the discrepancy notifications


· For Modify downloads that result from an Audit:


· The svb_optional_data contains all fields supported by the provider, regardless of whether or not that individual field was discrepant, and regardless of whether or not the NPAC’s subscription version has values for those fields. 


· Fields not supported by the provider are omitted even if they were returned in the Audit query reply from the LSMS.


· Fields supported by the provider but not present in the NPAC’s subscription version are included with a od_value of nil.


· Provider systems should store the fields as specified above for Activate or Modify downloads.


· Notifications – 


· For a create notification (Number Pool Block only), the svb_optional_data structure contains only fields supported by the provider and specified in the create request.


· For an AVC the svb_optional_data structure contains only those fields supported by the provider that were modified. If a supported field is removed, it is included in the structure with a od_value of nil.


· BDD - Each field supported by the provider has a position in the BDD record.


· For fields supported by the provider but not present in the NPAC’s subscription version, the field is included in the string with an empty value (two adjacent pipe characters).


· For fields not supported by the provider, no field placeholder is included in the string (no adjacent pipe characters).


· Provider systems should replace all fields with those in the BDD.


· Field Removal – Provider modify requests that remove optional data fields using the svb_optional_data structure from Number Pool Blocks or Subscription Versions:


· Each optional data field must be removed individually using the svb_optional_data structure with an od_value specified as nil.


· Removal of the entire svb_optional_data field using nil is not supported.











XSD:





<xs:complexType name="NumberPoolBlockModifyRequestData">


<xs:sequence>


        		<xs:choice>


            		<xs:element name="block_id" type="BlockId"/>


            		<xs:element name="block_dash_x" type="NpaNxxX"/>


        		</xs:choice>


        		<xs:element name="svb_lrn" type="Lrn" minOccurs="0"/>


        		<xs:element name="svb_class_dpc" type="Dpc" nillable="true" minOccurs="0"/>


        		<xs:element name="svb_class_ssn" type="Ssn" nillable="true" minOccurs="0"/>


        		<xs:element name="svb_lidb_dpc" type="Dpc" nillable="true" minOccurs="0"/>


        		<xs:element name="svb_lidb_ssn" type="Ssn" nillable="true" minOccurs="0"/>


        		<xs:element name="svb_isvm_dpc" type="Dpc" nillable="true" minOccurs="0"/>


        		<xs:element name="svb_isvm_ssn" type="Ssn" nillable="true" minOccurs="0"/>


        		<xs:element name="svb_cnam_dpc" type="Dpc" nillable="true" minOccurs="0"/> 


        		<xs:element name="svb_cnam_ssn" type="Ssn" nillable="true" minOccurs="0"/>


        		<xs:element name="svb_wsmsc_dpc" type="Dpc" nillable="true" minOccurs="0"/>


        		<xs:element name="svb_wsmsc_ssn" type="Ssn" nillable="true" minOccurs="0"/>


        		<xs:element name="svb_sv_type" type="SVType" minOccurs="0"/>


        		<xs:element name="svb_optional_data" type="OptionalData" nillable="true" minOccurs="0"/>


    	</xs:sequence>


</xs:complexType>





<xs:complexType name="SvModifyPendingNewData">


	<xs:sequence>


		<xs:element name="svb_lrn" type="Lrn" minOccurs="0"/>


		<xs:element name="svb_new_sp_due_date" type="xs:dateTime" minOccurs="0"/>


		<xs:element name="svb_class_dpc" type="Dpc" nillable="true" minOccurs="0"/>


		<xs:element name="svb_class_ssn" type="Ssn" nillable="true" minOccurs="0"/>


		<xs:element name="svb_lidb_dpc" type="Dpc" nillable="true" minOccurs="0"/>


		<xs:element name="svb_lidb_ssn" type="Ssn" nillable="true" minOccurs="0"/>


		<xs:element name="svb_isvm_dpc" type="Dpc" nillable="true" minOccurs="0"/>


		<xs:element name="svb_isvm_ssn" type="Ssn" nillable="true" minOccurs="0"/>


		<xs:element name="svb_cnam_dpc" type="Dpc" nillable="true" minOccurs="0"/>


		<xs:element name="svb_cnam_ssn" type="Ssn" nillable="true" minOccurs="0"/>


		<xs:element name="svb_end_user_location_value" type="EndUserLocationValue" nillable="true" minOccurs="0"/>


		<xs:element name="svb_end_user_location_type" type="EndUserLocationType" nillable="true" minOccurs="0"/>


		<xs:element name="svb_billing_id" type="BillingId" nillable="true" minOccurs="0"/>


		<xs:element name="svb_wsmsc_dpc" type="Dpc" nillable="true" minOccurs="0"/>


		<xs:element name="svb_wsmsc_ssn" type="Ssn" nillable="true" minOccurs="0"/>


		<xs:element name="sv_customer_disconnect_date" type="xs:dateTime" minOccurs="0"/>


		<xs:element name="sv_effective_release_date" type="xs:dateTime" minOccurs="0"/>


		<xs:element name="svb_sv_type" type="SVType" minOccurs="0"/>


		<xs:element name="svb_optional_data" type="OptionalData" nillable="true" minOccurs="0"/>


		<xs:element name="sv_new_sp_medium_timer_indicator" type="xs:boolean" minOccurs="0"/>


	</xs:sequence>


</xs:complexType>





<xs:complexType name="SvModifyActiveNewData">


	<xs:sequence>


		<xs:element name="svb_lrn" type="Lrn" minOccurs="0"/>


		<xs:element name="svb_class_dpc" type="Dpc" nillable="true" minOccurs="0"/>


		<xs:element name="svb_class_ssn" type="Ssn" nillable="true" minOccurs="0"/>


		<xs:element name="svb_lidb_dpc" type="Dpc" nillable="true" minOccurs="0"/>


		<xs:element name="svb_lidb_ssn" type="Ssn" nillable="true" minOccurs="0"/>


		<xs:element name="svb_isvm_dpc" type="Dpc" nillable="true" minOccurs="0"/>


		<xs:element name="svb_isvm_ssn" type="Ssn" nillable="true" minOccurs="0"/>


		<xs:element name="svb_cnam_dpc" type="Dpc" nillable="true" minOccurs="0"/>


		<xs:element name="svb_cnam_ssn" type="Ssn" nillable="true" minOccurs="0"/>


		<xs:element name="svb_end_user_location_value" type="EndUserLocationValue" nillable="true" minOccurs="0"/>


		<xs:element name="svb_end_user_location_type" type="EndUserLocationType" nillable="true" minOccurs="0"/>


		<xs:element name="svb_billing_id" type="BillingId" nillable="true" minOccurs="0"/>


		<xs:element name="svb_wsmsc_dpc" type="Dpc" nillable="true" minOccurs="0"/>


		<xs:element name="svb_wsmsc_ssn" type="Ssn" nillable="true" minOccurs="0"/>


		<xs:element name="svb_sv_type" type="SVType" minOccurs="0"/>


		<xs:element name="svb_optional_data" type="OptionalData" nillable="true" minOccurs="0"/>


	</xs:sequence>


</xs:complexType>
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Business Need


Changes detailed below.





Description of Change:


Changes detailed below.









Audits


Sunset Delete Audit notifications in CMIP Interface





During the development of the XML documentation, it was agreed that the notification from the NPAC to the SOA that created the audit would NOT be included in the XML interface.  The M-EVENT-REPORT objectCreation of the subscriptionAudit object is not a candidate for sunset in CMIP because it contains the Audit ID.  Therefore, only the M-EVENT-REPORT objectDeletion of the subscriptionAudit object is a candidate for sunset in CMIP.





NPAC LOE:  Low-Medium.





			


			iconectiv


			Neustar


			Oracle





			SOA LOE


			Medium


			High


			N/A





			LSMS LOE


			None


			None


			None











Usage:  DECEMBER 2014:  During a 45 day period in November-December, 2014, the NPACs in the 7 U.S. Regions sent an M-EVENT-REPORT objectDeletion for the subscriptionAudit object 2,495 times.


DECEMBER 2016 UPDATE:  During the period from October 13, 2016 through November 28, 2016, the NPACs in the 7 U.S. Regions sent an M-EVENT-REPORT objectDeletion for the subscriptionAudit object 905 times.















Sunset separate Audit Discrepancy notification in CMIP Interface (this will result in the consolidation of the data in the Audit Discrepancy results notification into the Audit results notification. 





During the development of the XML documentation, it was agreed to combine two CMIP notifications (subscriptionAudit-DiscrepancyRpt and subscriptionAuditResults) into one XML notification (subscriptionAuditResults), from the NPAC to the current SOA.  Making the same change to the CMIP interface and removing the M-EVENT-REPORT subscriptionAudit-DiscrepancyRpt notification is a candidate for sunset.





NPAC LOE:  Medium.





			


			iconectiv
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			SOA LOE


			High


			High


			N/A





			LSMS LOE


			None


			None


			None











Usage:  DECEMBER 2014:  Every time an Audit is completed and results sent to SOA.


DECEMBER 2016 UPDATE:  No change.





Local System Impact:  SOA will have to support new format to accept discrepancy results data in Audit results notification.
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Business Need


Documentation updates.





Description of Change:


Changes detailed below.









[bookmark: _Toc59881639]IIS:


NPAC SMS (changed text in yellow highlights)





5.3.4 Recovery


The SOA and Local SMS associations [snip]


During the recovery processing, other messages [snip]


While recovering subscription data, the NPAC SMS [snip]


The SOA or LSMS is capable of recovering data based on the association functions.  The SOA recovers service provider data and network data using the data download association function (dataDownload).  The SOA recovers notification data using the network data soa management association function (networkDataMgmt soaMgmt).  The LSMS recovers service provider data and network data, subscription data, and number pool block using the data download association function (dataDownload), and recovers notification data using the network data management association function (networkDataMgmt).  If a SOA supports a separate SOA channel, the SOA recovers notification data using the notification download association function (notificationDownload).


Service Provider and Notification recovery requests [snip]


NPAC data may be recovered in three ways, [snip]














GDMO:





-- 1.0 LNP Download Action





[snip]





lnpDownloadBehavior BEHAVIOUR


    DEFINED AS !


        Preconditions: This action is issued from an lnpSubscriptions


        or an lnpNetwork object and all objects to be downloaded


        are specified in the action request.





        [snip]





        The SOA or LSMS is capable of recovering data based on the 


        association functions. The SOA recovers service provider data and 


        network data using the data download association function 


        (dataDownload). The SOA recovers notification data using the 


        network data management association function (networkDataMgmt).


        soa management association function (soaMgmt).


        The LSMS recovers service provider data and network data, 


        subscription data,and number pool block using the data download


        association function (dataDownload) and recovers notification data 


        using the network data management association function 


        (networkDataMgmt). If a SOA supports a separate SOA channel, the SOA 


        recovers notification data using the notification download 


        association function (notificationDownload).
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Business Need


Documentation updates.





Description of Change:


Changes detailed below.









[bookmark: _Toc59881639]Requirements:








Subscription Data





RR6-237	XML Message Delegation – Functionality


NPAC SMS shall support a delegation mechanism in the XML interface that allows a delegate SPID SOA to submit a request on behalf of a request SPID SOA.  (Previously NANC 372, Req 32)


Note:  Upon validation of the SOA delegation relationship, the request is evaluated as if received from the request SPID with the exception of SV Type, Pseudo LRN, and the Optional Data Parameters, which are validated based on the delegate’s profile.  The response to a request is sent to the delegate SPID, not the request SPID.  Delegation applies to the SOA, not to the LSMS.
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Business Need


Documentation updates to clarify use of NPAC Customer ID in CMIP key files.  





Description of Change:


Changes detailed below.









[bookmark: _Toc59881639]FRS:


NPAC SMS (changed text in yellow highlights)








Appendix D. Encryption Key Exchange


The CMIP  interface to NPAC SMS requires an exchange of the encryption keys used to verify digital signatures. This exchange will consist of a file containing the 1000 key list, and an acknowledgment of receipt of the list will consist of a file containing the MD5 checksum value of each key in the list.  This is a CMIP specific concept and applies only to the CMIP interface.  The formats for these files is described here.


Key Exchange File


The following table shows the format of the encryption key exchange file. This file consists of some header information, followed by 1000 instances of key information. There are no separators of any kind between the individual fields, between the header and key data, or between each set of key data.


When this file is generated by the NPAC SMS, the NPAC Customer Id field contains the region identifier of the NPAC region, as defined in IIS Exhibit 13. When this file is generated by the local system, the NPAC Customer Id field should contain the identifier of the NPAC Customer.  








			ENCRYPTION KEY EXCHANGE FILE FORMAT





			Field Number


			Field Name


			Type


			Size (bytes)


			Format





			1


			NPAC Customer Id 


			ASCII


			4


			Character String





			[snip]


			


			


			


			




















Key Acknowledgment File


Before a key list may be used, the sender must receive a key acknowledgment file. The key acknowledgment file serves two purposes:


1. Verify that the key list has been received by the intended recipient.


2. Verify the correctness of each key in the list.


Furthermore, the need for an acknowledgment of this kind is specified in requirement R7-108.2. Once this file has been received, the sender of the key list can put the list into active use.


Table D-1 below shows the format of the encryption key acknowledgment file. This file consists of some header information, followed by 1000 instances of key hash information. There are no separators of any kind between the individual fields, between the header and key hash data, or between each set of key hash data. The MD5 hash value will be calculated from the public modulus value of the key.


When this file is generated by the NPAC SMS, the NPAC Customer Id field contains the region identifier of the NPAC region, as defined in IIS Exhibit 13. When this file is generated by the local system, the NPAC Customer Id field should contain the identifier of the NPAC Customer.  





			ENCRYPTION KEY ACKNOWLEDGEMENT FILE FORMAT





			Field Number


			Field Name


			Type


			Size (bytes)


			Format





			1


			NPAC Customer Id 


			ASCII


			4


			Character String





			[snip]
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Business Need


iconectiv proposes changes to the FRS, IIS, and GDMO to clarify and document the behavior for multiple simultaneous CMIP associations for a given SPID/system type (system type is SOA or LSMS), particularly with regard to recovery.   The IIS currently contains this statement in IIS Section 5.3.4:  “one association should be established for recovery and no other associations should be established in normal mode until recovery is complete”.  iconectiv believes that additional details of the NPAC behavior around this statement should be provided in the IIS/GDMO and requirements updates to reflect the intent of the existing IIS statement should be added to the FRS.





Description of Change:


Changes detailed below.





FRS Changes:


…


6.7 Recovery 


…


Add the following new requirements:





Req. 1  Accept Attempt to Establish Only Association, or to Establish an Association When Association Functions on an Existing Association Intersect 


[bookmark: OLE_LINK25][bookmark: OLE_LINK26][bookmark: OLE_LINK27]NPAC SMS shall accept the bind request, and will abort any previous association(s) using the same association function(s), if a service provider using a SOA or Local SMS attempts to establish an association with NPAC SMS in normal mode or recovery mode, and no other association exists for the same service provider and local system or the only associations that exist for the same service provider and local system have intersecting association functions. This requirement applies for the CMIP interface only.





Req. 2  Abort Attempt to Establish an Association in Recovery Mode When Association Functions on an Existing Association do not Intersect 


NPAC SMS shall return an abort for a bind request if a service provider using a SOA or Local SMS attempts to establish an association with NPAC SMS in recovery mode, and an association that does not have intersecting association functions already exists in either normal mode or recovery mode for the same service provider and local system. This requirement applies for the CMIP interface only.





Req. 3  Abort Attempt to Establish an Association in Normal Mode When Association Functions on an Existing Association in Recovery do not Intersect


NPAC SMS shall return an abort for a bind request if a service provider using a SOA or Local SMS attempts to establish an association with NPAC SMS in normal mode, and an association that does not have intersecting association functions already exists in recovery mode for the same service provider and local system. This requirement applies for the CMIP interface only.





The new requirements supersede requirement RR6-186, which can then be deleted:


RR6-186	Treatment of Multiple Associations when there is an Intersection of Association Function


NPAC SMS shall accept an association bind request, in the case of an intersection of the association functions of an existing SOA association, and abort any previous associations that use that same function.  (previously NANC 383, Req 9)DELETED





IIS Changes:


…


[bookmark: _Toc476614341][bookmark: _Toc483803327][bookmark: _Toc116975696][bookmark: _Toc438032415]4.3.1 Action Interface Functionality


The table below contains the mapping of the SOA to NPAC SMS and the Local SMS to NPAC SMS actions to the interface functionality.


[bookmark: _Toc356376318][bookmark: _Toc356376944][bookmark: _Toc356644840][bookmark: _Toc360241138]Exhibit 10. The Action Interface Functionality Table


			Action Name


			Interface Requirements Mapping





			lnpRecoveryComplete


			This action is used to specify the system has recovered from down time, the association established for recovery by a Local SMS or SOA shall resume normal mode, and the transactions performed since the association establishment can now be sent to the Local SMS from the NPAC SMS using the Local SMS to NPAC SMS interface or the SOA from the NPAC SMS using the SOA to NPAC SMS interface.











…


…


[bookmark: _Toc476614382][bookmark: _Toc483803368][bookmark: _Toc116975739][bookmark: _Toc438032459]5.3.4 Recovery 


The SOA and Local SMS associations are viewed to be permanent connections by the NPAC SMS. Thus when the association is broken for any reason, the system connecting to the NPAC SMS must assume responsibility to recover and resynchronize themselves with the NPAC SMS.  


A primary SPID using a SOA, or a SPID using a Local SMS, may establish more than one association with the NPAC SMS under the following constraints regarding recovery. NPAC SMS will allow only One one association from a given service provider and local system (SOA or LSMS) should to be established for recovery, and no will not allow other associations should to be established in normal mode until recovery is complete. More specifically:


a) For a service provider and local system (SOA or LSMS) attempting to establish an association in recovery mode:


i) If an association that does not have intersecting association functions already exists (in either normal mode or recovery mode) for the same service provider and local system, NPAC SMS will reject the bind request.


ii) If no other association exists for the same service provider and local system, or the only associations that exist for the same service provider and local system have intersecting association functions, NPAC SMS will accept the bind request. NPAC SMS will abort any previous association(s) using the same association function(s).


[bookmark: OLE_LINK7][bookmark: OLE_LINK8][bookmark: OLE_LINK9]b) For a service provider and local system (SOA or LSMS) attempting to establish an association in normal mode:


i) If an association that does not have intersecting association functions already exists in recovery mode for the same service provider and local system, NPAC SMS will reject the bind request.


ii) If no other association exists for the same service provider and local system, or the only associations that exist for the same service provider and local system either exist in normal mode or have intersecting association functions, NPAC SMS will accept the bind request. NPAC SMS will abort any previous association(s) using the same association function(s).





…


Upon completion of recovery, the SOA/LSMS should issue an lnpRecoveryComplete message indicating the end of the missed data, and processing between the SOA/LSMS and NPAC SMS will resume normal mode. Since only one association for a given SPID/local system is allowed to be in recovery mode, and no other associations for that SPID/local system are allowed to be established in normal mode while the association is in recovery mode, the lnpRecoveryComplete message indicates that both the association and the local system (SOA/LSMS) have resumed normal mode.











GDMO Changes:


…





lnpNPAC-SMS-Behavior BEHAVIOUR


    DEFINED AS !


        NPAC SMS Managed Object for the SOA to NPAC SMS and the Local SMS


        to NPAC SMS interface.





        A Local SMS and SOA can M-GET any lnpNPAC-SMS object.





        The lnpNPAC-SMS-Name attribute is read only and can not be


        changed via either Interface once the object has been created. 





        The lnpRecoveryComplete-Pkg is used to indicate the


        recovery mode for of the association established for recovery by a Local SMS or SOA is complete and to send all


        updates made since the recovery mode began.  (Data Download Functional


        Group).





        The lnpNotificationRecoveryPkg is used to recover notifications


        in recovery mode by the Local SMS or SOA. (Data Download


        Functional Group).





        Only one of these objects will exist and it will only be


        created at startup of the CMIP agent software on the NPAC SMS.





        The lnpNPAC-SMS-Operational-Information will be used to notify


        service provider SOA and Local SMS systems of planned outages.





        The subscriptionVersionNewNPA-NXX is used to support


        number pooling.





        A SOA or LSMS may implement an Application Level Heartbeat functionality.


        With this functionality the NPAC SMS will send a periodic Heartbeat


        message when a quiet period between the SOA/LSMS and the NPAC


        SMS exceeds the tunable value.  If a SOA/LSMS fails to respond to the


        Heartbeat message within a timeout period, the association will be


        aborted by the NPAC SMS.





    !;





…


…


lnpRecoveryCompleteBehavior BEHAVIOUR


    DEFINED AS !


        Preconditions: This action is issued from an LSMS or SOA that


        specified the recovery mode flag in the access control as true at


        association establishment.





        Postconditions: After this action has been executed by the Local


        SMS or SOA specifying recovery is complete, the single association that was established in recovery mode, and therefore the Local SMS and SOA, will resume normal mode. tThe NPAC SMS will


        forward those updates requested which took place for the network


        subscription and number pool block data as well as any notifications


        since the association was established. The


        NPAC SMS will queue up all new events while the Local SMS is in


        recovery mode and send them to the Local SMS at the next 


        scheduled retry interval after responding with the lnpRecoveryComplete 


        action reply.





        If a recovery complete request fails in the NPAC SMS the failure reason


        will be returned in the reply.





        The NPAC SMS will queue up all new events while the Local SMS is in


        recovery mode, and send them to the Local SMS after responding with the


        lnpRecoveryComplete action reply.


    !;


…


…





ASN.1 Changes





None.
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Business Need


As part of the transition of LNPA Services, Vendors of local CMIP SOA and LSMS systems need to certify their local systems with the iconectiv NPAC.  During certification testing of some local systems, it was discovered that the User ID field in the access control structure of messages being sent from the CMIP local system to the iconectiv NPAC contained a User ID field that did not conform to the CMIP Interoperable Interface Specification (IIS) (minimum length of 1) and the iconectiv NPAC failed the message.  A resolution to this issue is needed so that CMIP local system messages to the iconectiv NPAC will not fail validations.





Description of Change:


Changes detailed below.


	


[bookmark: _Toc59881639]Requirements:


Although the User ID field in the access control structure of CMIP messages is an optional field, the IIS currently indicates that when the User ID field is present in the message, it must contain a value between 1 and 60 characters long.


To accommodate this issue, the iconectiv NPAC will remove the minimum length validation on the User ID field.  But for security reasons (e.g., to prevent buffer overflows), the iconectiv NPAC will validate that if the User ID field is populated in a CMIP message from SOA or LSMS, it does conform to the maximum length of the field (60) as specified in the IIS.  iconectiv reserves the right to implement the minimum length validation at some future date as agreed upon by the LNPA WG.


IIS changes:


Section 5.2.1.3 of the IIS on User Id will be updated as follows:


The user Id of the user of the interface can optionally be specified in the userId field for the SOA interface. This is the 60 character graphics string user identifier for a user on a SOA system. It is not validated on the NPAC SMS, except for maximum length, however, it is used for logging purposes.  Even though defined as a minimum length of 1, zero length is permitted.
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Business Need


As part of the transition of LNPA Services, Vendors of local CMIP SOA and LSMS systems need to certify their local systems with the iconectiv NPAC.  During certification testing of some local systems, it was discovered that the optional Synchronization field in the messages being sent from the CMIP local system to the iconectiv NPAC contained a Synchronization field (with an unknown value) that did not conform to the CMIP Interoperable Interface Specification (IIS) and the iconectiv NPAC failed the message.  A resolution to this issue is needed so that CMIP local system messages to the iconectiv NPAC will not fail validations.





Description of Change:


Changes detailed below.


	


[bookmark: _Toc59881639]Requirements:


The Synchronization field in CMIP messages is based CMIP Standards X.711 definitions.  The standards define Syncronization to be data type of CMISSync.  CMISSynch is defined as an enumeration with 2 possible values: best effort (0) or atomic (1). 


To accommodate the issue of some local systems sending a value not equal to one of these 2 possible enumerations, the iconectiv NPAC will remove the validation on the enumeration.  iconectiv reserves the right to implement validation of the allowed possible enumerations at some future date as agreed upon by the LNPA WG.


This change order documents the exception that is required.





IIS Changes:


Section 4.2.2 of the IIS concerning Filtering, the last bullet under Limitations will be modified as follows:


· CMISSync is not supported for any scoped/filtered CMIP operation nor is its value validated.
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Business Need


As part of the transition of LNPA Services, Vendors of local CMIP SOA and LSMS systems need to certify their local systems with the iconectiv NPAC.  During certification testing of some local systems, it was discovered that these systems were not conforming to the Optional Data XML XSD when modifying an Optional Data field to have no value or when replying to an NPAC query with Optional Data XML fields that had no value. The Optional Data XSD indicates using the nillable attribute of elements (fields) should be used for this purpose, which some local systems were not using and caused requests to fail.  A resolution to this issue is needed so that CMIP local system messages to the iconectiv NPAC will not fail validations.





Description of Change:


Changes detailed below.


	


[bookmark: _Toc59881639]Requirements:


IIS changes:


Section 4.9 of the IIS on Rules for Handling Optional Data:


[bookmark: _GoBack]Information is provided on how the NPAC handles the XML string as well as how providers system should deal with Activate and Modify downloads that contain XML optionalData strings.  Disconnects are not covered here because they don’t contain XML strings. Support for empty attribute values beyond the Optional Data XSD specification (i.e, the nillable attribute) will be accommodated to support current industry implementation.  Note: however, at some future date, support for this accommodation may be removed given it conflicts with the XSD specification regarding the implementation of the XML string for Optional Data.


· Activate - String contains only those fields supported by the provider and specified in the create request.


· Provider systems should store the fields specified in the message.


· Modify - String contains only those fields supported by the provider and were modified in the modify request. 


· If the modify removed a value from an optional field, it is included in the string with a value of nil or the attribute value is empty.


· Provider systems should modify only the fields specified in the message.  Any other optional fields should be retained.


· Audit - String is included only if there was at least one discrepancy in the fields supported by the provider.


· Only the OptionalData attribute/parameters supported by an LSMS are audited.  If a supported field has no value and is returned by the LSMS, it may be included in the string with a value of nil or with an empty attribute value.


· Only the OptionalData attribute/parameters supported by the auditing SOA are returned to the SOA in the discrepancy notifications.


…
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Business Need


Current NPAC SMS FRS requirements for providing the NPAC SMS Error Code file in “soft format” are not clear on the exact content of the file.  Clarity is needed so that Mechanized SOA and LSMS Users can successfully retrieve and load the file in their local systems in order to properly identify the error encountered when a request to the NPAC results in an error response.





Description of Change:


Changes detailed below.









[bookmark: _Toc59881639]Requirements:





FRS Changes:





RR6-112 	NPAC SMS Application Level Error Details in soft format


 


NPAC SMS shall provide CMIP application level error and XML extended errors code-to-text details in a pipe-delimited, soft format, at the Secure FTP sub-directory for each Service Provider. (previously ILL 130, Req 3) 





Note: This code-to-text mapping is designed to allow a SOA/LSMS to decode an error code received from the NPAC, into its corresponding text description.  The code-to-text mapping contains the same information as defined in the NPAC SMS Errors and Message Flow Diagrams (EFD) Specification, Section A.3, Exhibit 3: CMIP Error Mapping to NPAC SMS Errors.  The code-to-text mapping will identify the following information in the following order:


NPAC SMS Application Level Error Code


NPAC SMS Application Level Error Code Description


CMIP/XML  Error Code


CMIP/XML  Error Descirption





Need clarification if there are separate files for CMIP and XML, given the following documentation only updates from NANC 489:


EFD, Error Codes





			5009


			LrnId is required if no customer id, on delete lrn action.


			2


6


			accessDenied_er (CMIP)


invalidAttributeValue_er (XML)





			5015


			Npa required for delete if no NpaNxxId.


			2


6


			accessDenied_er (CMIP)


invalidAttributeValue_er (XML)





			5016


			Nxx required for delete if no NpaNxxId.


			2


6


			accessDenied_er (CMIP)


invalidAttributeValue_er (XML)





			5017


			Lrn required for delete if no lrnId.


			2


6


			accessDenied_er (CMIP)


invalidAttributeValue_er (XML)





			5073


			Delete denied due to associated NPA-NXX-Xs.


			2


6


			accessDenied_er (CMIP)


invalidAttributeValue_er (XML)
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Business Need


Some local systems provide a timestamp value in the format YYYYMMDDHHMMSS.0Z.0Z.  This value is not in the format specified in the IIS, which is YYYYMMDDHHMMSS.0Z.  In order to avoid changes to the local system, the NPAC will be modified to support a format of YYYYMMDDHHMMSS.0Z.0Z for the time-of-completion attribute value in the swimProcessing-RecoveryResults notification received from the local system.  Also see PIM 91.





Description of Change:


Changes detailed below.









[bookmark: _Toc59881639]IIS:





NPAC SMS (changed text in yellow highlights)





Section 2.1 Overview


[snip]


All timestamps (GeneralizedTime fields) that are sent over the SOA to NPAC SMS interface and NPAC SMS to Local SMS interface, shall use Greenwich Mean Time (GMT).  The universal time format (YYYYMMDDHHMMSS.0Z) is used. The default value is a non-specific format of 00000000000000.0Z.  One exception to the universal time format is permitted in requests from local systems: in swimProcessing-RecoveryResults notifications sent by the local system, the time-of-completion may either use the universal time format described above or may use the format YYYYMMDDHHMMSS.0Z.0Z.  The NPAC SMS will store the received value in the format YYYYMMDDHHMMSS.0Z. In messages sent by the NPAC SMS to the local systems, the universal time format will always be used.








GDMO:





GDMO Behavior (changed text in yellow highlights)





-- 25.0 Swim Processing Recovery Results





swimProcessing-RecoveryResults NOTIFICATION


    BEHAVIOUR swimProcessing-RecoveryResultsBehavior;


    WITH INFORMATION SYNTAX LNP-ASN1.SwimProcessing-RecoveryResults


    AND ATTRIBUTE IDS


        actionId actionId,


        status swimResultsStatus,


        time-of-completion resultsCompletionTime,


        accessControl accessControl;


    WITH REPLY SYNTAX LNP-ASN1.SwimProcessing-RecoveryResponse;


    REGISTERED AS {LNP-OIDS.lnp-notification 25};





swimProcessing-RecoveryResultsBehavior BEHAVIOUR


    DEFINED AS !


        This notification contains the recovery results of a SWIM lnpDownload


        action or SWIM lnpNotificationRecovery action from a SOA/LSMS.  It


        contains the id of the swim action, the success or failure of the


        action, and the completion time.  While the NPAC expects all 


  generalizedTime values to be of the form YYYYMMDDHHMMSS.0Z, an


  exception is allowed for the time-of-completion, which may have a 


  format of YYYYMMDDHHMMSS.0Z.0Z.





        NPAC populates the error-code and stop-date in the


        SwimProcessing-RecoveryResponse with the reason and timestamp, when


        stopping SWIM data collection.  This occurs when the service provider


        exceeds the SWIM accumulation maximum tunable.





        NPAC populates the error-code in the SwimProcessing-RecoveryResponse


        with the reason, when the recovery request encounters an error situation.


    !;
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Business Need


Some local systems expect the NPAC SMS to support the NOT operator in filtered CMIP requests.  The IIS described this as optional functionality for the NPAC SMS.  Also see PIM 94.





Description of Change:


Changes detailed below.









[bookmark: _Toc59881639]IIS:





NPAC SMS (changed text in yellow highlights)





Section 4.2.2 Filtering


Filtering on the NPAC SMS is supported as defined in the GDMO.  The NPAC SMS requires the Local SMS to support at a minimum the filter criteria specified below. 


Limitations:


· OR and NOT filter support is not required for the Local SMS or SOA.


· NOT filter support is not required for the NPAC SMS. The NPAC will support filtering using the NOT operator for M-GET requests from the local systems, but will not support filtering using the NOT operator for any other operations (e.g., M-SET, M-DELETE).


· Filtering requests with a scope will not be issued to the Local SMS or SOA by the NPAC SMS for any object other than the subscriptionVersion and numberPoolBlock objects. No query will be used that requests both subscription versions and number pool blocks at the same time..


[snip]
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Business Need


The FRS and IIS (EFD) are not clear on the behavior of the NPAC SMS when the the NPAC receives a disconnect request with an effective release date (ERD) that is in the past.  Also see PIM 95.





Description of Change:


Changes detailed below.
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Subscription Version (changed text in yellow highlights)





Section 5.1.1.1 Version Status





Table 5-1 -- Subscription Version Status Interaction Descriptions


			


			[snip]


			


			





			23


			Active to
Disconnect Pending


			NPAC Administrative Interface - NPAC Personnel


			User disconnects an active Subscription Version and supplies an future effective release date.





			


			


			SOA to NPAC SMS Interface and NPAC SOA Low-tech Interface- Current Service Provider


			User sends a disconnect request for an active Subscription Version and supplies an future effective release date.





			


			[snip]


			


			














R5‑1.1	Subscription Version Statuses


NPAC SMS Subscription Version instances shall at any given time have one of the following statuses:


[snip]


· Disconnect Pending - Version is awaiting the effective release date, at which time the version will be set to sending and the disconnect request will be sent to all Local SMSs.  If a disconnect request specifies an effective release date that is in the past, the version will transition to this status and then immediately change to sending status.


[snip]














Section 5.1.2.2.5 Subscription Version Disconnect





RR5-23.2	Disconnect Subscription Version - Optional Input Data


NPAC SMS shall accept the following optional input data upon a Subscription Version disconnect:


· Effective Release Date - Future Date upon which the disconnect should be broadcast to all Local SMSs.





IIS:


Subscription Version (changed text in yellow highlights)





Section 9 Subscription Version Status





			


			[snip]


			


			





			23


			Active to
Disconnect Pending


			NPAC Operations Interface - NPAC Personnel


			User disconnects an active Subscription Version and supplies an future effective release date.





			


			


			SOA to NPAC SMS Interface - Current Service Provider


			User sends a disconnect request for an active Subscription Version and supplies an future effective release date.





			


			[snip]


			


			














GDMO:





GDMO Behavior (changed text in yellow highlights)





- 5.0 LNP Subscription Version Disconnect Action





subscriptionVersionDisconnect ACTION


    BEHAVIOUR


        subscriptionVersionDisconnectDefinition,


        subscriptionVersionDisconnectBehavior;


    MODE CONFIRMED;


    WITH INFORMATION SYNTAX LNP-ASN1.DisconnectAction;


    WITH REPLY SYNTAX LNP-ASN1.DisconnectReply;


    REGISTERED AS {LNP-OIDS.lnp-action 5};


   


[snip]


subscriptionVersionDisconnectBehavior BEHAVIOUR


    DEFINED AS !


        [snip]      


        If the version is active, no outstanding versions exist,


        and an effective release date is specified the time stamp 


        for disconnect has not been reached, the


        subscription version will be modified with a version status of


        disconnect-pending and the subscriptionEffectiveReleaseDate


        set to the effective release date specified in the action.





        If the version is active, there are no outstanding versions, and


        the time stamp for effective release has not been specified, the


        subscription version will be updated with a version status of


        sending.


       


        When the new subscription version status is set to sending either


        immediately or at/after the date and time specified in the


        subscriptionEffectiveReleaseDate, the broadcast time stamp is


        set to the current time when the disconnect version sending starts


        to the Local SMSs via the NPAC SMS to Local SMS interface.


        [snip]
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Business Need


When recovering network data – either using SWIM or time/record-based recovery – some local systems expect to receive a value for the optional service-prov-name (service provider name) attribute, even though the service provider name is not included in non-recovery download messages to create/modify/delete network data.  Providing the service provider name in network recovery messages allows local systems to create a service provider object if they do not support recovery of service provider data (or prior to the implementation of service provider data recovery introduced in NANC 352).  Also see PIM 96.





Description of Change:


Changes detailed below.








[bookmark: _Toc59881639]FRS:





Section 6.7.2 Network Data Recovery





Req 1		Network Data Recovery – Inclusion of NPAC Customer Name


When a network data object is recovered, the NPAC SMS shall include in the message to the SOA or LSMS the NPAC Customer Name associated with the NPAC Customer ID of the network data object recovered.


Note:  The NPAC Customer Name is not provided in non-recovery download messages to the SOA/LSMS.








GDMO:





GDMO Behavior (changed text in yellow highlights)





-- 1.0 LNP Download Action


lnpDownload ACTION


    BEHAVIOUR


        lnpDownloadDefinition,


        lnpDownloadBehavior;


    MODE CONFIRMED;


    WITH INFORMATION SYNTAX LNP-ASN1.DownloadAction;


    WITH REPLY SYNTAX LNP-ASN1.DownloadReply;


    REGISTERED AS {LNP-OIDS.lnp-action 1};


   


[snip]





lnpDownloadBehavior BEHAVIOUR


    DEFINED AS !





        [snip]





        Criteria for a network data download is a time range, service


        provider id or all service providers, an npa-nxx range or all


        npa-nxx data, an npa-nxx-x range or all npa-nxx-x data, an LRN


        range or all LRN data, or all network data. Specifying


        "all-network-data" includes the serviceProvNPA-NXX-X object if the


        Local SMS supports the object according to their service provider


        profile NPAC Customer LSMS NPA-NXX-X Indicator. The SOA supports


        the object according to their service provider profile NPAC Customer


        SOA NPA-NXX-X Indicator.


       


In response messages from the NPAC where network data is returned to the local system (SOA or LSMS), the NPAC will populate the service-prov-name with the name of the service provider specified in the service-prov-id field.  This applies to both SWIM and non-SWIM recovery methods.





 	  [snip]
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Business Need


The specific issue herein needing resolution concerns Modifying the Old SP Authorization by the Old SP.  The local system expected different results than were exhibited.  Also see PIM 97.





Description of Change:


Changes detailed below.





Update FRS to include exception for providing OSP Auth = true when SV is pending.





[bookmark: _Toc59881639]
Requirements:





FRS Changes:





R5‑47	Conflict Resolution Subscription Version - Invalid Status Notification


NPAC SMS shall send an error message to the originating user if the Subscription Version status is not in conflict upon attempting to set the Subscription Version to pending.


Exception to this requirement is if the OSP Auth attribute is present and is TRUE in addition to other valid attributes for modifying pending SV.  The OSP Auth attribute will be ignored.
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Business Need


[bookmark: _GoBack]When recovering – either using SWIM or time-based recovery – network data that have a download reason indicating the object was deleted, some local systems expect to receive a value for the optional service-prov-npa-nxx-value/service-prov-lrn-value/service-prov-npa-nxx-x attribute, even though the attribute is not included in non-recovery download messages to delete network data.  Also see PIM 98.





Description of Change:


Changes detailed below.











GDMO:





GDMO Behavior (changed text in yellow highlights)





-- 1.0 LNP Download Action


lnpDownload ACTION


    BEHAVIOUR


        lnpDownloadDefinition,


        lnpDownloadBehavior;


    MODE CONFIRMED;


    WITH INFORMATION SYNTAX LNP-ASN1.DownloadAction;


    WITH REPLY SYNTAX LNP-ASN1.DownloadReply;


    REGISTERED AS {LNP-OIDS.lnp-action 1};


   


[snip]





lnpDownloadBehavior BEHAVIOUR


    DEFINED AS !





        [snip]





        Criteria for a network data download is a time range, service


        provider id or all service providers, an npa-nxx range or all


        npa-nxx data, an npa-nxx-x range or all npa-nxx-x data, an LRN


        range or all LRN data, or all network data. Specifying


        "all-network-data" includes the serviceProvNPA-NXX-X object if the


        Local SMS supports the object according to their service provider


        profile NPAC Customer LSMS NPA-NXX-X Indicator. The SOA supports


        the object according to their service provider profile NPAC Customer


        SOA NPA-NXX-X Indicator.


       


In response messages from the NPAC where network data with a DownloadReason of delete1 is returned to the local system (SOA or LSMS), the NPAC will populate the optional service-prov-npa-nxx-value (NPA-NXX recovery), service-prov-lrn-value (LRN recovery), and service-prov-npa-nxx-x (NPA-NXX-X recovery) attributes.  Unless otherwise specified, the local system should not expect other optional attributes for NPA-NXX, LRN, and NPA-NXX-X objects to be populated in the recovery response from NPAC when the DownloadReason is delete1.  This applies to both SWIM and non-SWIM recovery methods.





 	  [snip]
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Business Need


Some LSMS systems do not return any Managed Object Instance information or return incorrect Managed Object Instance data in M-GET (query) responses sent to the NPAC as part of audit processing.  Additionally, some LSMS systems return incorrect Managed Object Class data in M-GET (query) responses containing subscription version or number pool block data.  Relaxing the NPAC validations and modifying the processing in NPAC in order to allow incorrect/missing Managed Object Instance and incorrect Managed Object Class information would allow these local systems to remain unmodified while supporting general NPAC audit processing.   Also see PIM 99.





Description of Change:


Changes detailed below.



[bookmark: _Toc59881639]IIS:





New Section:  4.10 LSMS Responses to Queries Initiated by NPAC SMS


During audit processing, the NPAC SMS queries Local SMS systems to retrieve Subscription Version (subscriptionVersion) and Number Pool Block (numberPoolBlock) object instances.  As described in Section 4.2, the NPAC SMS sends scoped and filtered M-GET requests to the Local SMS system with a base managed object of lnpSubscriptions and a scope of 1, indicating a scope of the first level under the base managed object.  ITU-T X.710 specifications for M-GET responses indicate that both the managed object class and managed object instance must be provided if the managed object is not the base object alone, which would be the case if the Local SMS returns any subscriptionVersion or numberPoolBock objects.  However, the NPAC SMS will support a variation from the ITU-T X.710 specification in this regard and allow for the managed object instance to be unspecified or specified with a managed object instance containing an identifier other than that of a subscriptionVersion or numberPoolBlock.  The NPAC SMS will also allow for the managed object class to be lnpSubscriptions when Subscription Version or Number Pool Block is returned, in addition to the expected managed object classes of subscriptionVersion and numberPoolBlock.  This variation from the ITU-T X.710 specification is supported in addition to the standard managed object instance defined in the specification.








GDMO:





GDMO Behavior (changed text in yellow highlights)





-- 20.0 LNP subscription Version Managed Object Class





subscriptionVersion MANAGED OBJECT CLASS


[snip]


   


subscriptionVersionBehavior BEHAVIOUR


    DEFINED AS !


        Local SMS Managed Object used for the NPAC SMS to Local SMS


        Interface.





        [snip]





        Filtering Support for M-GET:


        TN Query with greaterOrEqual and lessOrEqual, and equality must be


        supported for auditing.  The fields used with greaterOrEqual and


        lessOrEqual filters are subscriptionTN and


        subscriptionActivationTimeStamp.  The field used with equality is


        subscriptionTN.  Filters supported contain either a greaterOrEqual and


        lessOrEqual filter, or equality filter, for subscriptionTN only or a


        more complex filter.  The more complex filter uses two criteria for


        filtering.  The first criteria used is greaterOrEqual and lessOrEqual


        filters with subscriptionTN.  The second criteria uses greaterOrEqual


        and lessOrEqual filters for subscriptionActivationTimeStamp. Both


        criteria must be matched for the data being queried (logical and).





For responses to M-GET requests, ITU-T X.710 indicates that the managed object class and managed object instance must be supplied if the Local SMS returns a subscriptionVersion object.  The NPAC SMS will also support receiving responses that contain either no managed object instance or a managed object instance that does not identify a subscriptionVersion object when subscriptionVersion data is returned.  The NPAC SMS will also support an M-GET response containing a managed object class of lnpSubscriptions, in addition to the preferred subscriptionVersion object class. 





        [snip]











-- 29.0 Number Pool Block Data Managed Object Class


--


numberPoolBlock MANAGED OBJECT CLASS


    [snip]





numberPoolBlock-Behavior BEHAVIOUR


    DEFINED AS !


        [snip]





        Filtering Support for M-GET:


        Number Pool Block Query with greaterOrEqual and lessOrEqual, and


        equality for EDR support.  The fields used with greaterOrEqual and


        lessOrEqual filters are numberPoolBlockNPA-NXX-X and


        numberPoolBlockActivationTimeStamp.  The field used with equality is


        numberPoolBlockNPA-NXX-X.  Filters supported contain either a


        greaterOrEqual and lessOrEqual filter, or equality filter, for


        numberPoolBlockNPA-NXX-X only or a more complex filter.  The more


        complex filter uses two criteria for filtering.  The first criteria used


        is equality filter with numberPoolBlockNPA-NXX-X.  The second criteria


        uses greaterOrEqual and lessOrEqual filters for


        numberPoolBlockActivationTimeStamp.  Both criteria must be matched for


        the data being queried (logical and).  The scope for the filters is


        level 1 only with a base managed object class of lnpSubscriptions.





For responses to M-GET requests, ITU-T X.710 indicates that the managed object class and managed object instance must be supplied if the Local SMS returns a numberPoolBlock object.  The NPAC SMS will also support receiving responses that contain either no managed object instance or a managed object instance that does not identify a numberPoolBlock object when numberPoolBlock data is returned.  The NPAC SMS will also support an M-GET response containing a managed object class of lnpSubscriptions, in addition to the preferred numberPoolBlock object class.


	  [snip]


        


    !;
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Origination Date:  8/22/17


Originator:  iconectiv


[bookmark: _Toc72227019][bookmark: _GoBack]Change Order Number:  NANC 512


Description:  SP Recovery Request RDN


Functional Backwards Compatible:  Yes





IMPACT/CHANGE ASSESSMENT








			DOC


			FRS


			IIS





			


			N


			Y











			CMIP


			GDMO


			ASN.1


			Neustar NPAC


			iconectiv NPAC


			SOA


			LSMS





			


			Y


			N


			N


			Y


			N


			N











			XML


			XIS


			XSD


			Neustar NPAC


			iconectiv NPAC


			SOA


			LSMS





			


			N


			N


			N


			N


			N


			N














Business Need


Some local systems specify the incorrect base object instance in lnpDownload M-ACTION requests to the NPAC SMS.  Rather than specifying the identifier of the lnpNetwork object when recovering network data, the local system specifies the identifier of a serviceProv object.  The change modifies NPAC SMS process to allow for this specific exception to the expected base object instance.  Also see PIM 100.





Description of Change:


Changes detailed below.









[bookmark: _Toc59881639]IIS:





Section 4.1.1. Exhibit 8. Primary NPAC Mechanized Interface Operations Table


			Function


			Direction
(To/From)


			CMIP Operation


			Referenced
Object Type





			[snip]


			


			


			





			[bookmark: OLE_LINK1][bookmark: OLE_LINK2][bookmark: OLE_LINK3]Network Data Download


			from LOCAL SMS


or 


from SOA


			M-ACTION:
lnpDownload


or


M-GET:
scoped and filtered for intended serviceProvLRN, serviceProvNPA-NXX
serviceProvNPA-NXX-X, service provider attributes


			lnpNetwork1





			[snip]


			


			


			











1. The NPAC SMS will support an exception to lnpDownload M-ACTION requests that allows for the base object instance to specify a serviceProv object, rather than the lnpNetwork object.  Base object class is always expected to be lnpNetwork.








GDMO:





GDMO Behavior (changed text in yellow highlights)





-- 11.0 LNP Network Managed Object Class





lnpNetwork MANAGED OBJECT CLASS


[snip]


lnpNetworkBehavior BEHAVIOUR


    DEFINED AS !


        Local SMS, SOA, and NPAC SMS Managed Object used for the Local SMS to


        NPAC SMS and the SOA to NPAC SMS interfaces.





        The Local SMS, SOA, and the NPAC SMS can M-GET any lnpNetwork


        object (Data Download Association Function).  The lnpNetworkName


        attribute is read only and can not be changed via the NPAC SMS


        to Local SMS or SOA to NPAC SMS Interfaces once the object


        has been created.  The  value of lnpNetworkName will always


        be "lnpNetwork".





        Only one of these objects will exist and it will only be


        created at startup of the CMIP agent software on the NPAC SMS


        the Local SMS or SOA.





        The lnpDownloadPkg will only be used for an lnpNetwork object


        instantiated on the NPAC SMS.  This package is used for initiating


        downloading of NPA-NXX and LRN object creation or deletion to the Local


        SMS (Data Download Association Function).  Also, the package is used for


        initiating downloading of NPA-NXX-X object creation, modification, or


deletion to the Local SMS (Data Download Association Function). While the base object instance specified in lnpDownload requests should specify the instance of lnpNetwork with lnpNetworkName of "lnpNetwork", the NPAC SMS will also support a base object instance that specifies the distinguished name of a serviceProv managed object instance.  The base object class of lnpDownload requests for NPA-NXX, LRN, and NPA-NXX-X is always expected to be lnpNetwork.


    !;
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NANC 449 – Working Copy – v112


Origination Date:  02/23/12


Originator:  Comcast 


[bookmark: _Toc72227019]Change Order Number:  NANC 449


Description:  Active-Active SOA connection to NPAC – same SPID (Delegation Model)


Functional Backwards Compatible:  Yes





IMPACT/CHANGE ASSESSMENT





			FRS


			IIS





			Y


			Y











			GDMO


			ASN.1


			NPAC


			SOA


			LSMS





			Y


			Y


			Y


			Y


			N











			XML


			NPAC


			SOA


			LSMS





			Y


			Y


			Y


			N











Business Need:


Currently, the NPAC is configured to enable a carrier to have one active SOA connection for a single SPID.  As carrier systems become more complex with a greater need to support high transaction volume, carriers should have the option to enable multiple active connections for the same SPID to the NPAC.  This will enable a carrier to connect to the NPAC from multiple geographical locations to allow business continuity in the event of network failure or single site failure.  Such functionality is very important given carriers have a very small window to respond to porting transaction requests such as defined in Next Day porting.


To illustrate, a carrier would have at its option, an opportunity to construct two (2) or more active SOA connections to the NPAC for the same SPID.  If one of the connections is broken due to a network failure, porting transactions can be diverted to another active NPAC connection thereby reducing business impacts during the porting process.


Use of multiple active SOA connections from a single SPID should be voluntary by carriers who wish to improve their application and network redundancy.  The advantage of having such active-active SOA infrastructure would improve porting efficiency during times of network impairment and natural disasters.


May ’13 LNPAWG meeting:


In order to facilitate the deployment of NANC 449 (CMIP version of Active-Active SOA connection to the NPAC – same SPID), the functionality should be included in the XML interface (NANC 372) as well.





Description of Change:


This change order is being created to analyze and document the change to the NPAC that would allow multiple associations from the same SPID and same function mask at the same time.


The current NPAC behavior (defined in chapter 5 of the IIS) allows a single association based on SPID/Function Mask at any one point in time. If a subsequent association is made, the existing one is terminated.  Section 5.6 (Single Association for SOA/LSMS) states, “A SOA/LSMS system may connect to the NPAC SMS with one association for the same function (same bit mask).  The NPAC SMS will abort any previous associations that use that same function.”  NANC 383 (Separate SOA channel for notifications) was implemented in release 3.3 to allow notifications to be sent over a separate SOA association, but does not allow for multiple associations using the same bit mask which is what is desired.


With this change order, a SOA would be able to connect with a second association using the same SPID value and same function mask values.  This means that both SOA A and SOA B are up running and active at the same time, connected to the same NPAC regions at the same time, and potentially sending/receiving SOA transactions as the same time.


Working assumptions:


· Network data (NPA-NXX, LRN, Dash-X) will be sent to SOA A & B.


· SOA Requests (e.g., NSP SV Create Request) sent from SOA A will have Responses sent back to SOA A (this is required as SOA B does not have the invoke ID of SOA A’s Request).


· Notifications initiated at the NPAC (e.g., SV StatusAttributeValueChange) will be sent to both SOA A and SOA B, regardless of whether SOA A, SOA B, other SP SOA, NPAC personnel, or NPAC business rules initiated the transaction that led to the notification.


· Functionality applies to two (2) or more SOA connections at the same time.


· Performance expectation is on a per SOA basis, not a per SPID basis.


· Notifications would be recoverable such that if SOA A was not associated and notifications were instead sent to SOA B, that SOA A would be able to get those missed notifications via recovery.


· Service Provider tunables (i.e., “SPIDables”) need to be evaluated to determine which can remain at the Service Provider level, and which would need granularity at the SOA level.


· Sep ’13, the full echo-back of data as the initiator is independent of having multiple SOAs defined.


· Nov ’13, with the implementation of NANC 372 (XML Interface), delegation is available when using the XML Interface.


· Mar ’15, notifications that are suppressed (pending implementation of NANC 458) are not sent to SOA A or SOA B.  Request SPID – Delegate SPID relationship will be used for the Active-Active relationship (with the new Active-Active Indicator and the Request SPID attribute), therefore, the initiating and non-initiating Service Provider tunable parameters are no longer needed, and are removed in this version of the document.  In an Active-Active scenario, the new indicator associated with Active-Active identifies an Initiator New SP SOA that does not need echo-back of data (since they were the ones that sent it in the request), and the non-Initiator New SP SOA that does need full echo-back of data (and would receive it in both the Object Creation Notification and the Attribute Value Change Notification), so that they are in sync with the Initiator New SP SOA.






Sep ’12 LNPAWG meeting:


Neustar sent out (8/31/2012) the following note prior to the Sep meeting to facilitate the discussion.


During our analysis of NANC 449 after the discussion at the July 2012 LNPAWG meeting, several questions have come up to which the answers will dictate our next steps with this change order.


Based on the current definition of NANC 449:


1. two or more SOA connections


1. from the same SPID


1. using the same CMIP association function mask information


1. sending/receiving CMIP requests/responses individually


1. receiving NPAC notifications whether or not involved in initial request


Our current NPAC architecture supports the current NPAC requirement (one CMIP association, per SPID, per function mask).  In order to support the 449 notion of two or more, a CMIP change will be required.  Furthermore, the two or more associations must perform the same type of work and support the same optional fields, thereby eliminating the potential for SOA A to support functionality that is different from SOA B for a given SPID.  The functional changes get complicated as we introduce the CMIP changes (e.g., the need for a SOA-Instance-ID to differentiate SOA A from SOA B for items like recovery), and the potential desire to support different message sets.


As an alternative, we have looked at a “relationship” architecture where SOA B uses a different SPID value than the SOA A main SPID value, and within the NPAC we have a “relationship” table that allows B to perform the same functions as A.  For example, a national Service Provider (SPID 2222) is performing an OSP SV Concur.  In one region that message could come from SOA A (2222), and in another region that message could come from SOA B (Y222).  Because the entry in the “relationship” table says that effectively Y222 is the same as 2222, the NPAC edits will accept this message.  For the NSP in both of these ports, they would see the OSP as 2222, thereby not causing confusion that the OSP is Y222.  Additionally, since the “relationship” table is stored solely in the NPAC, this approach does not require 2222 to update any NPAC data to be owned by Y222 (SV ownership still remains with 2222).


Please discuss this internally and be prepared to provide input during the Sep 2012 LNPAWG meeting (change management agenda item):


1. Current 449 definition


0. Higher development level of effort


0. All SOAs must support same functionality


0. Requires CMIP changes to GDMO and ASN.1


1.  “relationship” approach


1. Requires setup of “related” SPID in NPAC data, but not stored in local systems


1. All SOAs can support whatever optional data they wish to support (settings at the SPID level)


1. Does not require CMIP changes


1. Does not require any changes to existing NPAC data (e.g., nothing is changed to be owned by Y222)





Apr ’13:


In preparation for discussion at the May 2013 LNPAWG meeting, Comcast has provided an update to NANC 449.


In addition to multiple connections to the NPAC, the following functionality should be considered in order to support the carrier option of a NANC 449 solution:


1. Add the echo-back of LRN, GTT and Optional data fields in order to achieve consistent and complete data for both instances (SOA A/SOA B).  This will be required because the LRN, GTT and Optional data are expected to originate from a single instance only and are not returned by the NPAC today in the Object Creation Notification.  Hence, the non-originating instance would be missing this information.



2. Add a new field to the New Service Provider Create Request, “Order ID”.  This field, resident in many SOAs today, allows the SOA to coordinate ordering system information with NPAC porting information.  Consideration for other data fields or elements would be included to support use of other SOA systems in use by other service providers.  This new field will be included on both the New Service Provider Create Request and the echo-back information in #1 above to the non-originating instance.  This would ensure multiple  instances of SOA connectivity would contain complete and synchronized data.





May ’13 LNPAWG meeting:


After discussion about having Active-Active SOA connection functionality in the new XML interface defined in NANC 372, the group agreed to include that functionality in this change order.  So, all references for Active-Active SOA will apply to both the CMIP interface and the XML interface.  The group also agreed to change the new SOA field from “Order ID” to “Cross-Reference ID”.  Neustar agreed to add draft requirements to this document to facilitate discussion at the July meeting.





[bookmark: _Toc59881639]Jul ’13 LNPAWG meeting:


The various flavors of echo-back were discussed.  As a result, an additional feature will be added that allows a SOA (whether the initiator of a request, or the non-initator of a request) to indicate a preference on full echo-back for an ObjectCreationNotification and an AttributeValueChangeNotification.





Sep ’13 LNPAWG meeting:


Upon further discussion, all notifications will go to both SOA A and SOA B.  Also, the echo-back will now be associated with the New SP only (no need to echo routing data to the Old SP, this will be removed from the requirements).  This applies to an ObjectCreationNotification and an AttributeValueChangeNotification.





Nov ’13 LNPAWG meeting:


The use of the Delegation Model for Active-Active SOA applies to both the CMIP interface and the XML interface.





Mar ’15 LNPAWG meeting:


Discussed as to whether or not the requirements were up-to-date in light of the development work that has taken place since this change order was initially introduced.  Functionality such as XML and Notification Suppression will be synced-up in the requirements of this change order for review during the next meeting.





May ’15 LNPAWG meeting:


The updates for XML and Notification Suppression were discussed.  Updates (to include Number Pool Blocks, and LSMS Query Response) will be made and reviewed during the July meeting.





Jul ’15 LNPAWG meeting:


The updates for Customer support indicators, Number Pool Blocks, and LSMS Query Response were discussed.  Updates (to queries, number pool block) will be made and reviewed during the September meeting.












Requirements:


Section 1.2, NPAC SMS Functional Overview


Add a new section that describes the functionality of the Active-Active SOA scenario.  See Description of Change above.


Section 3.1, NPAC SMS Data Models


Add new attributes for the Active-Active SOA (Active-Active for echo-back, cross-reference ID).  See below:





			
NPAC CUSTOMER DATA MODEL





			Attribute Name


			Type (Size) 


			Required


			Description





			[snip]


			


			


			





			NPAC Customer Cross-Reference ID Indicator – SOA


			B


			


			A Boolean that indicates whether the NPAC Customer (SOA) supports Cross-Reference ID in Subscription Version records (create and modify prior to activation, query response), and Number Pool Block records (create by SOA, query response).


The default value is False.





			NPAC Customer Cross-Reference ID Indicator – LSMS


			B


			


			A Boolean that indicates whether the NPAC Customer (LSMS) supports Cross-Reference ID in Subscription Version records (query response), and Number Pool Block records (query response).


The default value is False.





			NPAC Customer Cross-Reference ID Indicator – LTI


			B


			


			A Boolean that indicates whether the NPAC Customer (LTI) supports Cross-Reference ID in Subscription Version records (create and modify prior to activation, query response), and Number Pool Block records (query response).


The default value is False.





			[snip]


			


			


			








Table 3-2 NPAC Customer Data Model








			NPAC CUSTOMER REQUEST-DELEGATE DATA MODEL





			Attribute Name


			Type (Size)


			Required


			Description





			Request NPAC Customer ID


			C (4)


			


			An alphanumeric code which uniquely identifies an NPAC Customer that will act as a request SPID





			Delegate NPAC Customer ID


			C (4)


			


			An alphanumeric code that uniquely identifies an NPAC Customer that will act as a delegate SPID associated with a request SPID.





			[bookmark: _Toc415487526][bookmark: _Toc415487585]NPAC Customer Active-Active Indicator


			B


			


			A Boolean that indicates whether the NPAC Customer in this Request SPID – Delegate SPID entry is an Active-Active Relationship, thereby allowing the echo-back of subscription version data to the non-Initiator New Service Provider SOA.


This only applies to a SOA-to-SOA relationship.


The default value is False.








Table 3‑6 NPAC Customer Request-Delegate Data Model








			SUBSCRIPTION VERSION DATA MODEL





			Attribute Name


			Type (Size)


			Required


			Description





			[snip]
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			C ( 25)


			


			An alphanumeric code which identifies a Cross-Reference ID or Cross-Reference Number from the service provider’s ordering system into the SOA.


This optional field may only be specified if the service provider SOA supports Cross-Reference ID.





			[bookmark: _Toc279510778][snip]


			


			


			








Table 3‑7 Subscription Version Data Model

















			NUMBER POOLING BLOCK HOLDER INFORMATION DATA MODEL





			Attribute Name


			Type (Size)


			Required


			Description





			[snip]


			


			


			





			Cross-Reference ID


			C ( 25)


			


			An alphanumeric code which identifies a Cross-Reference ID or Cross-Reference Number from the service provider’s ordering system into the SOA.


This optional field may only be specified if the service provider SOA supports Cross-Reference ID.





			[snip]


			


			


			








[bookmark: _Toc415487529][bookmark: _Toc415487588]Table 3‑9 Number Pooling Block Holder Information Data Model









Section 3.1.3, Block Holder, Addition


RR3-149	Addition of Number Pooling Block Holder Information – Field-level Data Validation


NPAC SMS shall perform field-level data validations to ensure that the value formats for the following input data, is valid according to the formats specified in the Subscription Version Data Model upon Block creation for a Number Pool:  (Previously B-250, reference NANC 399)


NPA-NXX-X Holder SPID


NPA-NXX-X


LRN (pseudo-LRN value of 000-000-0000)


Class DPC


Class SSN


LIDB DPC


LIDB SSN


CNAM DPC


CNAM SSN


ISVM DPC


ISVM SSN


WSMSC DPC  (if supported by the Block Holder SOA)


WSMSC SSN  (if supported by the Block Holder SOA)


Number Pool Block SV Type (if supported by the Block Holder SOA)


Alternative SPID (if supported by the Block Holder SOA)


Last Alternative SPID (if supported by the Block Holder SOA)


Alt-End User Location Value (if supported by the Block Holder SOA)


Alt-End User Location Type (if supported by the Block Holder SOA)


Alt-Billing ID (if supported by the Block Holder SOA)


Voice URI (if supported by the Block Holder SOA)


MMS URI (if supported by the Block Holder SOA)


SMS URI (if supported by the Block Holder SOA)


Cross-Reference ID (if supported by the Block Holder SOA)





Section 3.2, NPAC Personnel Functionality


Add new requirements for Mass Update/Mass Create that involves echo-back.





R3-7.1	Select Subscription Versions mass changes for one or more Subscription Versions


NPAC SMS shall allow Service Provider Personnel, via the NPAC Low-Tech Interface, and NPAC personnel, via the NPAC Administrative Interface, to select Subscription Versions for mass update which match a user defined combination of any of the following: SPID, LNP Type (any single LNP Type or none), TN, TN range (NPA-NXX-xxxx through yyyy, where yyyy is greater than xxxx), LRN, DPC values, SSN values, Billing ID, End User Location Type, or End User Location Value, or Cross-Reference ID (pending-like SVs only).  (Previously part of B-760 and B-761)


Note: If a single LNP Type is selected, then only that LNP Type will be used, otherwise, if no LNP Type is selected, then no restriction is imposed on the LNP Type as a selection criteria.


R3-7.2 	Administer Mass update on one or more selected Subscription Versions


NPAC SMS shall allow Service Provider Personnel, via the NPAC Low-Tech Interface, and NPAC personnel, via the NPAC Administrative Interface, to specify a mass update action to be applied against all Subscription Versions selected (except for Subscription Versions with a status of old, partial failure, sending, disconnect pending or canceled) for LRN, DPC values, SSN values, SV Type, Alternative SPID, Last Alternative SPID, Alt-End User Location Value, Alt-End User Location Type, Alt-Billing ID, Voice URI, MMS URI, SMS URI, Billing ID, End User Location Type, or End User Location Value, or Cross-Reference ID (pending-like SVs only). (reference NANC 399)


Note: Service Provider Personnel are limited to LRN, DPCs, and SSNs.


Req 1	Mass Update – Active-Active SOA – Notify non-Initiator New Service Provider SOA with all data in the Attribute Value Change Notification to the New Service Provider


NPAC SMS shall allow Service Provider Personnel, via the NPAC Low-Tech Interface, and NPAC Personnel, via the NPAC Administrative Interface, to perform a Mass Update in an Active-Active SOA scenario, and notify the non-Initiator New Service Provider SOA of all modified Subscription Version data in the Attribute Value Change Notification when the Service Provider Active-Active Indicator is TRUE.


Req 2	Mass Create – Active-Active SOA – Notify non-Initiator New Service Provider SOA with all data in the Object Creation Notification to the New Service Provider


NPAC SMS shall allow Service Provider Personnel, via the NPAC Low-Tech Interface, and NPAC Personnel, via the NPAC Administrative Interface, to perform a Mass Create in an Active-Active SOA scenario, and notify the non-Initiator New Service Provider SOA of all Subscription Version data in the Object Creation Notification when the Service Provider Active-Active Indicator is TRUE.


Note:  Adding the echo-back of all data in the Object Creation Notification allows both New Service Provider SOA A and New Service Provider SOA B to have data such as LRN, GTT, Optional data, and Cross-Reference ID (if supported by the Service Provider SOA).





3.8.5, Notification Suppression section, update intro paragraph to include CMIP Interface.


This functionality applies to the XML interface, the CMIP Interface, the NPAC Administrative GUI Interface, and the Service Provider Low-Tech Interface.





3.9.x, new section, Cross-Reference ID Indicator





Req 3	Service Provider SOA Cross-Reference ID Indicator


NPAC SMS shall provide a Service Provider SOA Cross-Reference ID Indicator tunable parameter which defines whether this SOA supports Cross-Reference ID functionality when sending in New Service Provider SV/NPB Create Requests and receiving SV/NPB Query Responses.


Req 4	Service Provider SOA Cross-Reference ID Indicator Default


NPAC SMS shall default the Service Provider SOA Cross-Reference ID Indicator to FALSE.


Req 5	Service Provider SOA Cross-Reference ID Indicator Modification


NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to modify the Service Provider SOA Cross-Reference ID Indicator tunable parameter.


Req 6	Service Provider LSMS Cross-Reference ID Indicator


NPAC SMS shall provide a Service Provider LSMS Cross-Reference ID Indicator tunable parameter which defines whether this LSMS supports Cross-Reference ID functionality when receiving SV/NPB Query Responses.


Req 7	Service Provider LSMS Cross-Reference ID Indicator Default


NPAC SMS shall default the Service Provider LSMS Cross-Reference ID Indicator to FALSE.


Req 8	Service Provider LSMS Cross-Reference ID Indicator Modification


NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to modify the Service Provider LSMS Cross-Reference ID Indicator tunable parameter.





3.13.3, Block Holder, Addition





Req 9	Activate Number Pool Block – Active-Active SOA – Create Notifications


NPAC SMS shall, in an Active-Active SOA scenario, for all Number Pool Block create messages applicable to SOA A, also notify SOA B.








3.13.6, Block Holder, Query





Req 10	Query of Number Pool Block Holder Information for Cross-Reference ID Indicator – Service Provider Personnel – SOA Interface


NPAC SMS shall allow a Service Provider SOA via the SOA-to-NPAC SMS Interface, to receive a query response of Block Holder Information that includes Cross-Reference ID Indicator, if the value in the requesting Service Provider’s SOA Cross-Reference ID Indicator is set to TRUE.


Req 11	Query of Number Pool Block Holder Information for Cross-Reference ID Indicator – Service Provider Personnel – LSMS Interface


NPAC SMS shall allow a Service Provider Local SMS via the NPAC SMS-to-Local SMS Interface, to receive a query response of Block Holder Information that includes Cross-Reference ID Indicator, if the value in the requesting Service Provider’s LSMS Cross-Reference ID Indicator is set to TRUE.


Req 12	Query of Number Pool Block Holder Information for Cross-Reference ID Indicator – Service Provider Personnel – LTI


NPAC SMS shall allow a Service Provider via the NPAC SOA Low-tech Interface, to receive a query response of Block Holder Information that includes Cross-Reference ID Indicator, if the Service Provider Low-Tech Interface Cross-Reference ID Indicator is TRUE.





5.1, Subscription Version Management





Req 13	Subscription Version – Active-Active SOA – All Notifications


NPAC SMS shall, in an Active-Active SOA scenario, for all Subscription Version changes applicable to SOA A, also notify SOA B.


Note:  This applies to both a New Service Provider SOA and an Old Service Provider SOA.


R5‑16	Create Inter-Service Provider (non-PTO) Subscription Version - New Service Provider Optional input data


NPAC SMS shall accept the following optional fields from NPAC personnel or the new Service Provider upon Subscription Version creation for an Inter-Service Provider port, when the Porting to Original flag is set to False:  (reference NANC 399)


· Billing Service Provider ID


· End‑User Location ‑ Value


· End‑User Location ‑ Type


· Alternative SPID (if supported by the Service Provider SOA)


· Last Alternative SPID (if supported by the Service Provider SOA)


· Voice URI (if supported by the Service Provider SOA)


· MMS URI (if supported by the Service Provider SOA)


· SMS URI (if supported by the Service Provider SOA)


· Cross-Reference ID (if supported by the Service Provider SOA)


Req 14	Create Subscription Version – Cross-Reference ID


NPAC SMS shall accept the following optional field from NPAC Personnel or the new Service Provider upon Subscription Version creation, when the Porting to Original flag is set to True:


· Cross-Reference ID (if supported by the Service Provider SOA)


R5‑18.1	Create Subscription Version - Field-level Data Validation


NPAC SMS shall perform field-level data validations to ensure that the value formats for the following input data, if supplied, is valid according to the formats specified in Table 3-6 upon Subscription Version creation for an Inter-Service Provider port:  (reference NANC 399)


· LNP Type


· [snip]


· New SP Medium Timer Indicator (if supported by the Service Provider SOA)


· Old SP Medium Timer Indicator (if supported by the Service Provider SOA)


· Cross-Reference ID (if supported by the Service Provider SOA)


RR5-5	Create “Intra-Service Provider Port” (non-PTO) Subscription Version - Current Service Provider Optional Input Data


NPAC SMS shall accept the following optional fields from the NPAC personnel or the Current Service Provider upon a Subscription Version Creation for an Intra-Service Provider port, when the Porting to Original flag is set to False:  (reference NANC 399)


· Billing Service Provider ID


· [snip]


· MMS URI (if supported by the Service Provider SOA)


· SMS URI (if supported by the Service Provider SOA)


· Cross-Reference ID (if supported by the Service Provider SOA)


RR5-6.1	Create “Intra-Service Provider Port” Subscription Version - Field-level Data Validation


NPAC SMS shall perform field-level data validations to ensure that the value formats for the following input data, if supplied, is valid according to the formats specified in Table 3-6 upon Subscription Version creation for an Intra-Service Provider port:  (reference NANC 399)


· LNP Type


· [snip]


· MMS URI (if supported by the Service Provider SOA)


· SMS URI (if supported by the Service Provider SOA)


· Cross-Reference ID (if supported by the Service Provider SOA)


Req 15	Create Subscription Version – Active-Active SOA – Notify Non-Initiating SOA with all data in the Object Creation Notification to the New Service Provider


NPAC SMS shall, in an Active-Active SOA scenario when the Active-Active Indicator is TRUE, notify the non-originating SOA of all Subscription Version data in the Object Creation Notification.


Note:  Adding the echo-back of all data in the Object Creation Notification allows the non-originating SOA to receive data such as LRN, GTT, Optional data, and Cross-Reference ID (if supported by the Service Provider SOA).  The originating SOA already has this data as it was sent to the NPAC in the request.


Req 16	Create Subscription Version – Active-Active SOA – Notify Non-Initiating SOA with all modified data in an Attribute Value Change Notification to the New Service Provider


NPAC SMS shall, in an Active-Active SOA scenario when the Active-Active Indicator is TRUE, notify the non-originating SOA of all modified Subscription Version data in the Attribute Value Change Notification.


Note:  Adding the echo-back of all modified data in the Attribute Value Change Notification (second Create of an SV, or modify-pending of an SV) allows the non-originating SOA to receive data such as LRN, GTT, Optional data, and Cross-Reference ID (if supported by the Service Provider SOA).


R5‑27.1	Modify Subscription Version - New Service Provider Data Values


NPAC SMS shall allow the following data to be modified in a pending or conflict Subscription Version for an Inter-Service Provider or Intra-Service Provider port by the new/current Service Provider or NPAC personnel:  (reference NANC 399)


· Location Routing Number (LRN) ‑ the identifier of the ported to switch (excluding setting or removing a pseudo-LRN).


· Due Date ‑ date on which transfer of service from old facilities‑based Service Provider to new facilities-based Service Provider is planned to occur.


· Class DPC


· Class SSN


· LIDB DPC


· LIDB SSN


· CNAM DPC


· CNAM SSN


· ISVM DPC


· ISVM SSN


· WSMSC DPC (if supported by the Service Provider SOA)


· WSMSC SSN (if supported by the Service Provider SOA)


· SV Type (if supported by the Service Provider SOA)


· Alternative SPID (if supported by the Service Provider SOA)


· Last Alternative SPID (if supported by the Service Provider SOA)


· Alt-End User Location Value (if supported by the Service Provider SOA)


· Alt-End User Location Type (if supported by the Service Provider SOA)


· Alt-Billing ID (if supported by the Service Provider SOA)


· Voice URI (if supported by the Service Provider SOA)


· MMS URI (if supported by the Service Provider SOA)


· SMS URI (if supported by the Service Provider SOA)


· New SP Medium Timer Indicator (if supported by the Service Provider SOA)


· Cross-Reference ID (if supported by the Service Provider SOA)


R5-27.2	Modify “porting to original” Subscription Version - New Service Provider Data Values


NPAC SMS shall allow the following data to be modified in a pending, or conflict Subscription Version for a “porting to original” port by the new Service Provider or NPAC personnel:


· Due Date - New Service Provider date on which “port to original” is planned to occur.


· New SP Medium Timer Indicator (if supported by the Service Provider SOA)


· Cross-Reference ID (if supported by the Service Provider SOA)


R5‑28	Modify (non-PTO) Subscription Version - New Service Provider Optional input data


NPAC SMS shall accept the following optional fields from the NPAC personnel or the new Service Provider upon modification of a pending or conflict Subscription version, when the Porting to Original flag is set to False:  (reference NANC 399)


· Billing Service Provider ID


· [snip]


· MMS URI (if supported by the Service Provider SOA)


· SMS URI (if supported by the Service Provider SOA)


· Cross-Reference ID (if supported by the Service Provider SOA)


RR5-181	Modify (PTO) Subscription Version – New Service Provider Optional input data


NPAC SMS shall accept the following optional fields from the NPAC Personnel or the new Service Provider, when the Porting to Original flag is set to True, upon modification of a pending or conflict subscription version:


· Billing Service Provider ID


· End‑User Location ‑ Value


· End‑User Location ‑ Type


· Cross-Reference ID (if supported by the Service Provider SOA)


R5‑29.1	Modify Subscription Version - Field-level Data Validation


NPAC SMS shall perform field-level data validations to ensure that the value formats for the following input data, if supplied, is valid according to the formats specified in Table 3-6 upon Subscription Version modification.  (reference NANC 399)


· LNP Type


· [snip]


· New SP Medium Timer Indicator (if supported by the New Service Provider SOA)


· Old SP Medium Timer Indicator (if supported by the Old Service Provider SOA)


· Cross-Reference ID (if supported by the Service Provider SOA)


R5‑31.3	Modify Subscription Version - Successful Modification Notification


NPAC SMS shall send an appropriate message to the old and new Service Providers upon successful modification of a Subscription Version.


Note:  Pending Subscription Version notifications for pseudo-LRN are only sent if the NPAC Customer SOA Pseudo-LRN Indicator is set to TRUE and the NPAC Customer SOA Pseudo-LRN Notification Indicator is set to TRUE.


Note:  Pending Subscription Version notifications for active-active SOA scenarios will include all modified Subscription Version data  to the non-Initiator New Service Provider SOA.


R5-40.3	Modify Active Subscription Version - Modification Success User Notification


NPAC SMS shall notify the originating user indicating successful modification of an active Subscription Version.


Note:  Active Subscription Version notifications for active-active SOA scenarios will include all modified Subscription Version data to the non-Initiator New Service Provider SOA.


R5-74.3	Query Subscription Version - Output Data - SOA


NPAC SMS shall return the following output data for a Subscription Version query request initiated by NPAC personnel or a SOA to NPAC SMS interface user:  (reference NANC 399)


· Subscription Version ID


· [snip]


· New SP Medium Timer Indicator (if supported by the Service Provider SOA)


· Old SP Medium Timer Indicator (if supported by the Service Provider SOA)


· Cross-Reference ID (if supported by the Service Provider SOA)


Note: If the New SP Medium Timer Indicator value or Old SP Medium Timer Indicator value is not set on the Subscription Version, then it will not be returned in the query response.


R5-74.4	Query Subscription Version - Output Data - LSMS


NPAC SMS shall return the following output data for a Subscription Version query request initiated over the NPAC SMS to Local SMS interface:  (reference NANC 399)


· Subscription Version ID


· [snip]


· MMS URI (if supported by the Service Provider LSMS)


· SMS URI (if supported by the Service Provider LSMS)


Cross-Reference ID (if supported by the Service Provider LSMS)








[bookmark: _Toc415487460]6.14	XML Message and CMIP Message Delegation


With the implementation of NANC 449, Active-Active SOA, the NPAC Delegation function applies to both the CMIP Interface and the XML Interface.





RR6-237	XML Message and CMIP Message Delegation – Functionality


NPAC SMS shall support a delegation mechanism in the XML interface and the CMIP Interface that allows a delegate SPID SOA to submit a request on behalf of a request SPID SOA.  (Previously NANC 372, Req 32)


Note:  Upon validation of the SOA delegation relationship, the request is evaluated as if received from the request SPID.  The response to a request is sent to the delegate SPID, not the request SPID.  Delegation applies to the SOA, not to the LSMS.


RR6-238	XML Message and CMIP Message Delegation – Relationship Establishment


NPAC SMS shall provide a mechanism for NPAC Personnel to establish the SOA delegation relationship of a delegate SPID to a request SPID via the NPAC Administrative Interface.  (Previously NANC 372, Req 33)


Note:  The SOA delegation relationship can be from any one SPID to any other SPID.  Delegation applies to the XML SOA, the CMIP SOA, and NPAC Low-Tech Interface, not to the LSMS.


RR6-239	XML Message and CMIP Message Delegation – Relationship Removal by NPAC Personnel


NPAC SMS shall provide a mechanism for NPAC Personnel to remove the SOA delegation relationship of the delegate SPID to the request SPID via the NPAC Administrative Interface.  (Previously NANC 372, Req 34)


Note:  Messages queued for the request SPID as a result of an activity from the delegate SPID will not be affected.


RR6-240	XML Message and CMIP Message Delegation – Relationship Removal upon SPID Removal


NPAC SMS shall remove the SOA delegation relationship of the delegate SPID to the request SPID upon deletion of the delegate SPID.  (Previously NANC 372, Req 35)


RR6-241	XML Message and CMIP Message Delegation – Notifications


NPAC SMS shall send all notifications for a request SPID to both the request SPID and the delegate SPID(s).  (Previously NANC 372, Req 36)


Note:  The delegate SPID(s) must support the notification in order to receive it.


RR6-242	XML SPID and CMIP SPID Delegation – Audit Requests


NPAC SMS shall not allow an audit request to be submitted by a delegate on behalf of a request SPID.  (Previously NANC 372, Req 37)


Note:  Delegates should request audits using their own SPID value.


RR6-243	SPID Delegation – NPAC Personnel


NPAC SMS shall allow NPAC Personnel to view all request SPIDs related to a delegate SPID via the NPAC Administrative Interface.  (Previously NANC 372, Req 38)












IIS:


Update section 2.2 (updated text in yellow highlight).


Multiple associations per service provider to the NPAC SMS can be supported when using different function masks.  Active-Active SOA functionality can be supported by using the NPAC Delegation function.  The secure association establishment is described in Section 5.





Update section 5.6 (updated text in yellow highlight).


[bookmark: _Toc116975748][bookmark: _Toc294800220]Single Association for SOA/LSMS


A SOA/LSMS system may connect to the NPAC SMS with one association for the same function (same bit mask).  The NPAC SMS will abort any previous associations that use that same function.  Active-Active SOA functionality can be supported by using the NPAC Delegation function.





Part II, update the following flow descriptions to indicate Cross-Reference ID as an optional attribute.  Add a note to the descriptions that notifications for Active-Active scenarios are sent to both New Service Provider SOAs (only non-Initiator gets full echo-back of data), and that modify scenarios have notifications that include all modified attributes to the non-Initiator:


1. B.4.4.1, Number Pool Block Create/Activate by the SOA


2. B.4.4.33, Number Pool Block Query by the Block Holder SOA


3. B.5.1.2, Subscription Version Create by the Initial SOA (New Service Provider)


4. B.5.1.3, Subscription Version Create by the Second SOA (New Service Provider)


5. B.5.2.3, Subscription Version Modify Prior to Activate Using M-ACTION


6. B.5.2.4, Subscription Version Modify Prior to Activate Using M-SET


7. B.5.6, Subscription Version Query












GDMO:


-- 21.0 LNP NPAC Subscription Version Managed Object Class





subscriptionVersionNPAC MANAGED OBJECT CLASS


    DERIVED FROM subscriptionVersion;


    CHARACTERIZED BY


        subscriptionVersionNPAC-Pkg;


    REGISTERED AS {LNP-OIDS.lnp-objectClass 21};


   


subscriptionVersionNPAC-Pkg PACKAGE


    BEHAVIOUR


        subscriptionVersionNPAC-Definition,


        subscriptionVersionNPAC-Behavior-1,


        subscriptionVersionNPAC-Behavior-2;


    ATTRIBUTES


        subscriptionVersionStatus GET-REPLACE,


        subscriptionOldSP GET-REPLACE,


        subscriptionNewSP-DueDate GET-REPLACE,


        subscriptionNewSP-CreationTimeStamp GET-REPLACE,


        subscriptionOldSP-DueDate GET-REPLACE,


        subscriptionOldSP-Authorization GET-REPLACE,


        subscriptionStatusChangeCauseCode GET-REPLACE,


        subscriptionOldSP-AuthorizationTimeStamp GET-REPLACE,


        subscriptionBroadcastTimeStamp GET-REPLACE,


        subscriptionConflictTimeStamp GET-REPLACE,


        subscriptionCustomerDisconnectDate GET-REPLACE,


        subscriptionEffectiveReleaseDate GET-REPLACE,


        subscriptionDisconnectCompleteTimeStamp GET-REPLACE,


        subscriptionCancellationTimeStamp GET-REPLACE,


        subscriptionCreationTimeStamp GET-REPLACE,


        subscriptionFailed-SP-List GET-REPLACE,


        subscriptionModifiedTimeStamp GET-REPLACE,


        subscriptionOldTimeStamp GET-REPLACE,


        subscriptionOldSP-CancellationTimeStamp GET-REPLACE,


        subscriptionNewSP-CancellationTimeStamp GET-REPLACE,


        subscriptionOldSP-ConflictResolutionTimeStamp GET-REPLACE,


        subscriptionNewSP-ConflictResolutionTimeStamp GET-REPLACE,


        subscriptionPortingToOriginal-SPSwitch GET-REPLACE,


        subscriptionPreCancellationStatus GET-REPLACE,


        subscriptionTimerType GET-REPLACE,


        subscriptionBusinessType GET-REPLACE,


        subscriptionNewSPMediumTimerIndicator GET-REPLACE,


        subscriptionOldSPMediumTimerIndicator GET-REPLACE,


        subscriptionCrossRefId GET-REPLACE,


        subscriptionRequestSP GET-REPLACE,


        subscriptionInitiatorSuppIndicator GET-REPLACE,


        subscriptionRequestorSuppIndicator GET-REPLACE,


        subscriptionOtherSuppIndicator GET-REPLACE;


[snip]


subscriptionVersionNPAC-Behavior-1 BEHAVIOUR


    DEFINED AS !


        NPAC SMS Managed Object for the SOA to NPAC SMS and the Local SMS to


        NPAC SMS interface.


[snip]


  


        New service provider SOAs can only modify the following attributes:


  


        subscriptionLRN


        subscriptionNewSP-DueDate


        subscriptionCLASS-DPC


        subscriptionCLASS-SSN


        subscriptionLIDB-DPC


        subscriptionLIDB-SSN


        subscriptionCNAM-DPC


        subscriptionCNAM-SSN


        subscriptionISVM-DPC


        subscriptionISVM-SSN


        subscriptionWSMSC-DPC


        subscriptionWSMSC-SSN


        subscriptionEndUserLocationValue


        subscriptionEndUserLocationType


        subscriptionBillingId


        subscriptionSvType


        subscriptionOptionalData


        subscriptionNewSPMediumTimerIndicator


        subscriptionCrossRefId


    !;


  


subscriptionVersionNPAC-Behavior-2 BEHAVIOUR


    DEFINED AS !


[snip]


        The subscriptionCrossRefId is only returned on SOA/LSMS queries


        to service providers that support the cross-reference ID.





        The Delegation function is supported through the use of the


        Request SPID attribute.





        The Notification Suppression function is supported, and can


        suppress notifications for Grantor, Delegates, and Other


        Service Provider.


[snip]








-- 30.0 Number Pool Block NPAC Data Managed Object Class


--


numberPoolBlockNPAC MANAGED OBJECT CLASS


    DERIVED FROM numberPoolBlock;


    CHARACTERIZED BY


        numberPoolBlockNPAC-Pkg;


    REGISTERED AS {LNP-OIDS.lnp-objectClass 30};





numberPoolBlockNPAC-Pkg PACKAGE


    BEHAVIOUR


        numberPoolBlockNPAC-Definition,


        numberPoolBlockNPAC-Behavior;


    ATTRIBUTES


        numberPoolBlockBroadcastTimeStamp GET,


        numberPoolBlockCreationTimeStamp GET,


        numberPoolBlockDisconnectCompleteTimeStamp GET,


        numberPoolBlockModifiedTimeStamp GET,


        numberPoolBlockSOA-Origination GET-REPLACE,


        numberPoolBlockStatus GET,


        numberPoolBlockFailed-SP-List GET,


        numberPoolBlockCrossRefId GET,


        numberPoolBlockRequestSP GET-REPLACE,


        numberPoolBlockInitiatorSuppIndicator GET-REPLACE,


        numberPoolBlockRequestorSuppIndicator GET-REPLACE,


        numberPoolBlockOtherSuppIndicator GET-REPLACE;


    NOTIFICATIONS


        numberPoolBlockStatusAttributeValueChange,


        "CCITT Rec. X.721 (1992) | ISO/IEC 10165-2 : 1992":attributeValueChange


            accessControlParameter numberPoolBlockNPA-NXX-XParameter,


        "CCITT Rec. X.721 (1992) | ISO/IEC 10165-2 : 1992":objectCreation


            accessControlParameter;


    ;





numberPoolBlockNPAC-Definition BEHAVIOUR


    DEFINED AS !


        The numberPoolBlock class is the managed object


        used to identify number pool block NPAC information.


    !;





numberPoolBlockNPAC-Behavior BEHAVIOUR


    DEFINED AS !


[snip]


        The numberPoolBlockCrossRefId is only returned on SOA/LSMS queries


        to service providers that support the cross-reference ID.





        The Delegation function is supported through the use of the


        Request SPID attribute.





        The Notification Suppression function is supported, and can


        suppress notifications for Grantor, Delegates, and Other


        Service Provider.


[snip]








-- 999.0 LNP Subscription Cross Ref Id





subscriptionCrossRefId ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.CrossRefId;


    MATCHES FOR EQUALITY;


    BEHAVIOUR subscriptionCrossRefIdBehavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 999};





subscriptionCrossRefIdBehavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the Cross Reference Id for the


        subscription version.


!;  








-- 999.0 LNP Subscription Initiator Suppression Indicator





subscriptionInitiatorSuppIndicator ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.SelfNotifSuppIndicator;


    MATCHES FOR EQUALITY;


    BEHAVIOUR subscriptionInitiatorSuppBehavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute xxx};





subscriptionInitiatorSuppBehavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the subscription version Initiator


        Notification Suppression indicator on whether or not notifications


        should be suppressed.


!;








-- 999.0 LNP Subscription Requestor Suppression Indicator





subscriptionRequestorSuppIndicator ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.NotifSuppIndicator;


    MATCHES FOR EQUALITY;


    BEHAVIOUR subscriptionRequestorSuppBehavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute xxx};





subscriptionRequestorSuppBehavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the subscription version Requestor


        Notification Suppression indicator on whether or not notifications


        should be suppressed.


!;








-- 999.0 LNP Subscription Other Suppression Indicator





subscriptionOtherSuppIndicator ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.NotifSuppIndicator;


    MATCHES FOR EQUALITY;


    BEHAVIOUR subscriptionOtherSuppBehavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute xxx};





subscriptionOtherSuppBehavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the subscription version Other


        Notification Suppression indicator on whether or not notifications


        should be suppressed.


!;











-- 999.0 LNP Subscription Request Service Provider





subscriptionRequestSP ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.ServiceProvId;


    MATCHES FOR EQUALITY, ORDERING;


    BEHAVIOUR subscriptionRequestSPBehavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 999};





subscriptionRequestSPBehavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the subscription Request


        Service Provider for a subscription version.





        This attribute is also used to store the Request service provider


        id for a service provider request.


!;








-- 999.0 LNP Number Pool Block Cross Ref Id





numberPoolBlockCrossRefId ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.CrossRefId;


    MATCHES FOR EQUALITY;


    BEHAVIOUR numberPoolBlockCrossRefIdBehavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 999};





numberPoolBlockCrossRefIdBehavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the Cross Reference Id for the


        number pool block.


!;  








-- 999.0 LNP Number Pool Block Initiator Suppression Indicator





numberPoolBlockInitiatorSuppIndicator ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.SelfNotifSuppIndicator;


    MATCHES FOR EQUALITY;


    BEHAVIOUR numberPoolBlockInitiatorSuppBehavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute xxx};





numberPoolBlockInitiatorSuppBehavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the Number Pool Block Initiator


        Notification Suppression indicator on whether or not notifications


        should be suppressed.


!;








-- 999.0 LNP Number Pool Block Requestor Suppression Indicator





numberPoolBlockRequestorSuppIndicator ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.NotifSuppIndicator;


    MATCHES FOR EQUALITY;


    BEHAVIOUR numberPoolBlockRequestorSuppBehavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute xxx};





numberPoolBlockRequestorSuppBehavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the Number Pool Block Requestor


        Notification Suppression indicator on whether or not notifications


        should be suppressed.


!;








-- 999.0 LNP Number Pool Block Other Suppression Indicator





numberPoolBlockOtherSuppIndicator ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.NotifSuppIndicator;


    MATCHES FOR EQUALITY;


    BEHAVIOUR numberPoolBlockOtherSuppBehavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute xxx};





numberPoolBlockOtherSuppBehavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the Number Pool Block Other


        Notification Suppression indicator on whether or not notifications


        should be suppressed.


!;








-- 999.0 LNP Number Pool Block Request Service Provider





numberPoolBlockRequestSP ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.ServiceProvId;


    MATCHES FOR EQUALITY, ORDERING;


    BEHAVIOUR numberPoolBlockRequestSPBehavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 999};





numberPoolBlockRequestSPBehavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the Number Pool Block Request


        Service Provider for a Number Pool Block.





        This attribute is also used to store the Request service provider


        id for a service provider request.


!;








-- 3.0 LNP Subscription Version Activate Action





subscriptionVersionActivate ACTION


    BEHAVIOUR


        subscriptionVersionActivateDefinition,


        subscriptionVersionActivateBehavior;


    MODE CONFIRMED;


    WITH INFORMATION SYNTAX LNP-ASN1.ActivateAction;


    WITH REPLY SYNTAX LNP-ASN1.ActivateReply;


    REGISTERED AS {LNP-OIDS.lnp-action 3};


   


subscriptionVersionActivateDefinition BEHAVIOUR


    DEFINED AS !


        The subscriptionVersionActivate action is the action that can be


        used by the SOA of the new service provider to activate a


        subscription version id, tn or a range of tns via the SOA to


        NPAC SMS interface.


    !;





subscriptionVersionActivateBehavior BEHAVIOUR


    DEFINED AS !


[snip]


        The Delegation function is supported through the use of the


        Request SPID attribute.





        The Notification Suppression function is supported, and can


        suppress notifications for Grantor, Delegates, and Other


        Service Provider.


[snip]








-- 4.0 LNP Subscription Version Cancel Action





subscriptionVersionCancel ACTION


    BEHAVIOUR


        subscriptionVersionCancelDefinition,


        subscriptionVersionCancelBehavior;


    MODE CONFIRMED;


    WITH INFORMATION SYNTAX LNP-ASN1.CancelAction;


    WITH REPLY SYNTAX LNP-ASN1.CancelReply;


    REGISTERED AS {LNP-OIDS.lnp-action 4};


   


subscriptionVersionCancelDefinition BEHAVIOUR


    DEFINED AS !


        The subscriptionVersionCancel action is the action that can be


        used by the SOA to cancel a subscription version via the SOA to


        NPAC SMS interface.


    !;





subscriptionVersionCancelBehavior BEHAVIOUR


    DEFINED AS !


[snip]


        The Delegation function is supported through the use of the


        Request SPID attribute.





        The Notification Suppression function is supported, and can


        suppress notifications for Grantor, Delegates, and Other


        Service Provider.


[snip]








-- 5.0 LNP Subscription Version Disconnect Action





subscriptionVersionDisconnect ACTION


    BEHAVIOUR


        subscriptionVersionDisconnectDefinition,


        subscriptionVersionDisconnectBehavior;


    MODE CONFIRMED;


    WITH INFORMATION SYNTAX LNP-ASN1.DisconnectAction;


    WITH REPLY SYNTAX LNP-ASN1.DisconnectReply;


    REGISTERED AS {LNP-OIDS.lnp-action 5};


   


subscriptionVersionDisconnectDefinition BEHAVIOUR


    DEFINED AS !


        The subscriptionVersionDisconnect action is the action that is


        used by the SOA to disconnect a subscription version via the SOA to


        NPAC SMS interface.


    !;





subscriptionVersionDisconnectBehavior BEHAVIOUR


    DEFINED AS !


[snip]


        The Delegation function is supported through the use of the


        Request SPID attribute.





        The Notification Suppression function is supported, and can


        suppress notifications for Grantor, Delegates, and Other


        Service Provider.


[snip]








-- 7.0 LNP Subscription Version Modify Action





subscriptionVersionModify ACTION


    BEHAVIOUR


        subscriptionVersionModifyDefinition,


        subscriptionVersionModifyBehavior;


    MODE CONFIRMED;


    WITH INFORMATION SYNTAX LNP-ASN1.ModifyAction;


    WITH REPLY SYNTAX LNP-ASN1.ModifyReply;


    REGISTERED AS {LNP-OIDS.lnp-action 7};


   


subscriptionVersionModifyDefinition BEHAVIOUR


    DEFINED AS !


        The subscriptionVersionModify action is the action that can be


        used by the SOA to modify a subscription version via the SOA to


        NPAC SMS interface.


    !;





subscriptionVersionModifyBehavior BEHAVIOUR


    DEFINED AS !





[snip]





        New service providers may specify modified valid values for the


        following attributes,


        on a pending or conflict subscription version,


        when the service provider's "Cross Ref ID”


        indicator is TRUE, and may NOT specify these values when the


        indicator is set to FALSE:





        subscriptionCrossRefId





        The Delegation function is supported through the use of the


        Request SPID attribute.





        The Notification Suppression function is supported, and can


        suppress notifications for Grantor, Delegates, and Other


        Service Provider.





[snip]








-- 8.0 LNP New Service Provider Cancellation Acknowledge Request





subscriptionVersionNewSP-CancellationAcknowledge ACTION


    BEHAVIOUR


        subscriptionVersionNewSP-CancellationAcknowledgeDefinition,


        subscriptionVersionNewSP-CancellationAcknowledgeBehavior;


    MODE CONFIRMED;


    WITH INFORMATION SYNTAX LNP-ASN1.CancellationAcknowledgeAction;


    WITH REPLY SYNTAX LNP-ASN1.CancellationAcknowledgeReply;


    REGISTERED AS {LNP-OIDS.lnp-action 8};


   


subscriptionVersionNewSP-CancellationAcknowledgeDefinition BEHAVIOUR


    DEFINED AS !


        The subscriptionVersionNewSP-CancellationAcknowledge action


        is the action that is used via the SOA to NPAC


        SMS interface by the new service provider to acknowledge


        cancellation of a subscriptionVersionNPAC with a status of


        cancel-pending.


    !;





subscriptionVersionNewSP-CancellationAcknowledgeBehavior BEHAVIOUR


    DEFINED AS !


[snip]


        The Delegation function is supported through the use of the


        Request SPID attribute.





        The Notification Suppression function is supported, and can


        suppress notifications for Grantor, Delegates, and Other


        Service Provider.


[snip]








-- 10.0 LNP Subscription Version Remove From Conflict





subscriptionVersionRemoveFromConflict ACTION


    BEHAVIOUR


        subscriptionVersionRemoveFromConflictDefinition,


        subscriptionVersionRemoveFromConflictBehavior;


    MODE CONFIRMED;


    WITH INFORMATION SYNTAX LNP-ASN1.RemoveFromConflictAction;


    WITH REPLY SYNTAX LNP-ASN1.RemoveFromConflictReply;


    REGISTERED AS {LNP-OIDS.lnp-action 10};





subscriptionVersionRemoveFromConflictDefinition BEHAVIOUR


    DEFINED AS !


        The subscriptionVersionRemoveFromConflict action


        is the action that is used via the SOA to NPAC


        SMS interface by either the old or new service provider to set the


        subscription version status from conflict to pending.


    !;





subscriptionVersionRemoveFromConflictBehavior BEHAVIOUR


    DEFINED AS !


[snip]


        The Delegation function is supported through the use of the


        Request SPID attribute.





        The Notification Suppression function is supported, and can


        suppress notifications for Grantor, Delegates, and Other


        Service Provider.


[snip]








-- 11.0 LNP New Service Provider Subscription Version Create





subscriptionVersionNewSP-Create ACTION


    BEHAVIOUR


        subscriptionVersionNewSP-CreateDefinition,


        subscriptionVersionNewSP-CreateBehavior;


    MODE CONFIRMED;


    WITH INFORMATION SYNTAX LNP-ASN1.NewSP-CreateAction;


    WITH REPLY SYNTAX LNP-ASN1.NewSP-CreateReply;


    REGISTERED AS {LNP-OIDS.lnp-action 11};


   


subscriptionVersionNewSP-CreateDefinition BEHAVIOUR


    DEFINED AS !


        The subscriptionVersionNewSP-Create action is the action that is


        used via the SOA to NPAC SMS interface by the


        new service provider to create a new subscriptionVersionNPAC.


    !;





subscriptionVersionNewSP-CreateBehavior BEHAVIOUR


    DEFINED AS !





[snip]





        The new service provider may optionally specify valid values for the


        following attributes, when the service provider's "Cross Ref ID"


        indicator is TRUE, and must NOT specify these values when the 


        indicator is set to FALSE:





        subscriptionCrossRefId





        The Delegation function is supported through the use of the


        Request SPID attribute.





        The Notification Suppression function is supported, and can


        suppress notifications for Grantor, Delegates, and Other


        Service Provider.





[snip]








-- 12.0 LNP Old Service Provider Cancellation Acknowledge Request





subscriptionVersionOldSP-CancellationAcknowledge ACTION


    BEHAVIOUR


        subscriptionVersionOldSP-CancellationAcknowledgeDefinition,


        subscriptionVersionOldSP-CancellationAcknowledgeBehavior;


    MODE CONFIRMED;


    WITH INFORMATION SYNTAX LNP-ASN1.CancellationAcknowledgeAction;


    WITH REPLY SYNTAX LNP-ASN1.CancellationAcknowledgeReply;


    REGISTERED AS {LNP-OIDS.lnp-action 12};


   


subscriptionVersionOldSP-CancellationAcknowledgeDefinition BEHAVIOUR


    DEFINED AS !


        The subscriptionVersionOldSP-CancellationAcknowledge action


        is the action that is used via the SOA to NPAC


        SMS interface by the old service provider to acknowledge


        cancellation of a subscriptionVersionNPAC with a status of


        cancel-pending.


    !;





subscriptionVersionOldSP-CancellationAcknowledgeBehavior BEHAVIOUR


    DEFINED AS !


[snip]


        The Delegation function is supported through the use of the


        Request SPID attribute.





        The Notification Suppression function is supported, and can


        suppress notifications for Grantor, Delegates, and Other


        Service Provider.


[snip]








-- 14.0 LNP Old Service Provider Subscription Version Create





subscriptionVersionOldSP-Create ACTION


    BEHAVIOUR


        subscriptionVersionOldSP-CreateDefinition,


        subscriptionVersionOldSP-CreateBehavior;


    MODE CONFIRMED;


    WITH INFORMATION SYNTAX LNP-ASN1.OldSP-CreateAction;


    WITH REPLY SYNTAX LNP-ASN1.OldSP-CreateReply;


    REGISTERED AS {LNP-OIDS.lnp-action 14};


   


subscriptionVersionOldSP-CreateDefinition BEHAVIOUR


    DEFINED AS !


        The subscriptionVersionOldSP-Create action is the action that is


        used via the SOA to NPAC SMS interface by the


        old service provider to create a new subscriptionVersionNPAC.


    !;





subscriptionVersionOldSP-CreateBehavior BEHAVIOUR


    DEFINED AS !


[snip]


        The Delegation function is supported through the use of the


        Request SPID attribute.





        The Notification Suppression function is supported, and can


        suppress notifications for Grantor, Delegates, and Other


        Service Provider.


[snip]








-- 16.0 LNP Service Provider Number Pool Block Create





numberPoolBlock-Create ACTION


    BEHAVIOUR


        numberPoolBlock-CreateDefinition,


        numberPoolBlock-CreateBehavior;


    MODE CONFIRMED;


    WITH INFORMATION SYNTAX LNP-ASN1.NumberPoolBlock-CreateAction;


    WITH REPLY SYNTAX LNP-ASN1.NumberPoolBlock-CreateReply;


    REGISTERED AS {LNP-OIDS.lnp-action 16};





numberPoolBlock-CreateDefinition BEHAVIOUR


    DEFINED AS !


        The numberPoolBlock-Create action is the action that is


        used on the NPAC SMS via the SOA to NPAC SMS interface by the


        block holder SOA to create a new numberPoolBlockNPAC.


    !;





numberPoolBlock-CreateBehavior BEHAVIOUR


    DEFINED AS !


[snip]


        The new service provider may optionally specify valid values for the


        following attributes, when the service provider's "Cross Ref ID"


        indicator is TRUE, and must NOT specify these values when the 


        indicator is set to FALSE:





        numberPoolBlockCrossRefId





        The Delegation function is supported through the use of the


        Request SPID attribute.





        The Notification Suppression function is supported, and can


        suppress notifications for Grantor, Delegates, and Other


        Service Provider.


 [snip]









ASN.1:


CrossRefId ::= GraphicString25








NewSP-CreateData ::= SEQUENCE {


    chc1 [0] EXPLICIT CHOICE {


        subscription-version-tn [0] PhoneNumber,


        subscription-version-tn-range [1] TN-Range


    },


    subscription-lrn       [1] LRN OPTIONAL,


    subscription-new-current-sp [2] ServiceProvId,


    subscription-old-sp    [3] ServiceProvId,


    subscription-new-sp-due-date [4] GeneralizedTime,


    subscription-class-dpc [6] EXPLICIT DPC OPTIONAL,


    subscription-class-ssn [7] EXPLICIT SSN OPTIONAL,


    subscription-lidb-dpc  [8] EXPLICIT DPC OPTIONAL,


    subscription-lidb-ssn  [9] EXPLICIT SSN OPTIONAL,


    subscription-isvm-dpc [10] EXPLICIT DPC OPTIONAL,


    subscription-isvm-ssn [11] EXPLICIT SSN OPTIONAL,


    subscription-cnam-dpc [12] EXPLICIT DPC OPTIONAL,


    subscription-cnam-ssn [13] EXPLICIT SSN OPTIONAL,


    subscription-end-user-location-value [14]


        EndUserLocationValue OPTIONAL,


    subscription-end-user-location-type [15] EndUserLocationType OPTIONAL,


    subscription-billing-id    [16] BillingId OPTIONAL,


    subscription-lnp-type      [17] LNPType,


    subscription-porting-to-original-sp-switch [18]


        SubscriptionPortingToOriginal-SPSwitch,


    subscription-wsmsc-dpc     [19] EXPLICIT DPC OPTIONAL,


    subscription-wsmsc-ssn     [20] EXPLICIT SSN OPTIONAL,


    subscription-sv-type       [21] EXPLICIT SVType OPTIONAL,


    subscription-optional-data [22] EXPLICIT OptionalData OPTIONAL,


    subscription-med-ind       [23] EXPLICIT MediumTimerIndicator OPTIONAL,


    subscription-cross-ref-id  [24] CrossRefId OPTIONAL,


    subscription-request-sp [25] ServiceProvId OPTIONAL,


    subscription-initiator-suppression  [26]


                        EXPLICIT SelfNotifSuppIndicator OPTIONAL,


    subscription-request-sp-suppression [27]


                        EXPLICIT NotifSuppIndicator OPTIONAL,


    subscription-other-sp-suppression   [28]


                        EXPLICIT NotifSuppIndicator OPTIONAL


}








NewSP-CreateInvalidData ::= CHOICE {


    subscription-version-tn [0] EXPLICIT PhoneNumber,


    subscription-version-tn-range [1] EXPLICIT TN-Range,


    subscription-lrn       [2] EXPLICIT LRN,


    subscription-new-current-sp [3] EXPLICIT ServiceProvId,


    subscription-old-sp    [4] EXPLICIT ServiceProvId,


    subscription-new-sp-due-date [5] EXPLICIT GeneralizedTime,


    subscription-class-dpc [6] EXPLICIT DPC,


    subscription-class-ssn [7] EXPLICIT SSN,


    subscription-lidb-dpc  [8] EXPLICIT DPC,


    subscription-lidb-ssn  [9] EXPLICIT SSN,


    subscription-isvm-dpc [10] EXPLICIT DPC,


    subscription-isvm-ssn [11] EXPLICIT SSN,


    subscription-cnam-dpc [12] EXPLICIT DPC,


    subscription-cnam-ssn [13] EXPLICIT SSN,


    subscription-end-user-location-value [14] EXPLICIT EndUserLocationValue,


    subscription-end-user-location-type [15] EXPLICIT EndUserLocationType,


    subscription-billing-id    [16] EXPLICIT BillingId,


    subscription-lnp-type      [17] EXPLICIT LNPType,


    subscription-porting-to-original-sp-switch [18]


       EXPLICIT SubscriptionPortingToOriginal-SPSwitch,


    subscription-wsmsc-dpc     [19] EXPLICIT DPC,


    subscription-wsmsc-ssn     [20] EXPLICIT SSN,


    subscription-sv-type       [21] EXPLICIT  SVType,


    subscription-optional-data [22] EXPLICIT OptionalData,


    subscription-med-ind       [23] EXPLICIT MediumIndicatorError,


    subscription-cross-ref-id  [24] EXPLICIT CrossRefId,


    subscription-request-sp [25] EXPLICIT ServiceProvId,


    subscription-initiator-suppression  [26]


                           EXPLICIT NotifSuppIndicatorError,


    subscription-request-sp-suppression [27]


                           EXPLICIT NotifSuppIndicatorError,


    subscription-other-sp-suppression   [28]


                           EXPLICIT NotifSuppIndicatorError


}








NotifSuppIndicatorError ::= CHOICE {


       indicator-value [0] BOOLEAN,


       no-value        [1] NULL


}








NumberPoolBlock-CreateAction ::= SEQUENCE {


    block-npa-nxx-x NPA-NXX-X,


    block-holder-sp ServiceProvId,


    block-lrn LRN,


    block-class-dpc DPC,


    block-class-ssn SSN,


    block-lidb-dpc DPC,


    block-lidb-ssn SSN,


    block-isvm-dpc DPC,


    block-isvm-ssn SSN,


    block-cnam-dpc DPC,


    block-cnam-ssn SSN,


    block-wsmsc-dpc [0] DPC OPTIONAL,


    block-wsmsc-ssn [1] SSN OPTIONAL,


    block-sv-type [2]  SVType OPTIONAL,


    block-optional-data [3] OptionalData OPTIONAL,


    block-cross-ref-id  [4] CrossRefId OPTIONAL,


    block-request-sp [5] ServiceProvId OPTIONAL


}





NumberPoolBlock-CreateInvalidData ::= CHOICE {


    block-npa-nxx-x [0] EXPLICIT NPA-NXX-X,


    block-lrn [1] EXPLICIT LRN,


    block-class-dpc [2] EXPLICIT DPC,


    block-class-ssn [3] EXPLICIT SSN,


    block-lidb-dpc [4] EXPLICIT DPC,


    block-lidb-ssn [5] EXPLICIT SSN,


    block-isvm-dpc [6] EXPLICIT DPC,


    block-isvm-ssn [7] EXPLICIT SSN,


    block-cnam-dpc [8] EXPLICIT DPC,


    block-cnam-ssn [9] EXPLICIT SSN,


    block-wsmsc-dpc [10] EXPLICIT DPC,


    block-wsmsc-ssn    [11] EXPLICIT SSN,


    block-sv-type      [12] EXPLICIT SVType,


    block-optional-data [13] EXPLICIT OptionalData,


    block-cross-ref-id  [14] EXPLICIT CrossRefId,


    block-request-sp [15] EXPLICIT ServiceProvId


}








OldSP-CreateData ::= SEQUENCE {


    chc1 [0] EXPLICIT CHOICE {


        subscription-version-tn [0] PhoneNumber,


        subscription-version-tn-range [1] TN-Range


    },


    subscription-new-current-sp [1] ServiceProvId,


    subscription-old-sp [2] ServiceProvId,


    subscription-old-sp-due-date [3] GeneralizedTime,


    subscription-old-sp-authorization [4] ServiceProvAuthorization,


    subscription-status-change-cause-code [5] SubscriptionStatusChangeCauseCode,


    subscription-lnp-type [6] LNPType,


    subscription-med-ind  [7] EXPLICIT MediumTimerIndicator OPTIONAL,


    subscription-request-sp [8] ServiceProvId OPTIONAL,


    subscription-initiator-suppression  [9]


                        EXPLICIT SelfNotifSuppIndicator OPTIONAL,


    subscription-request-sp-suppression [10]


                        EXPLICIT NotifSuppIndicator OPTIONAL,


    subscription-other-sp-suppression   [11]


                        EXPLICIT NotifSuppIndicator OPTIONAL


}








OldSP-CreateInvalidData ::= CHOICE {


    subscription-version-tn [0] EXPLICIT PhoneNumber,


    subscription-version-tn-range [1] EXPLICIT TN-Range,


    subscription-new-current-sp [2] EXPLICIT ServiceProvId,


    subscription-old-sp [3] EXPLICIT ServiceProvId,


    subscription-old-sp-due-date [4] EXPLICIT GeneralizedTime,


    subscription-old-sp-authorization [5] EXPLICIT ServiceProvAuthorization,


    subscription-status-change-cause-code [6]


       EXPLICIT SubscriptionStatusChangeCauseCode,


    subscription-lnp-type [7] EXPLICIT LNPType,


    subscription-med-ind  [8] EXPLICIT MediumIndicatorError,


    subscription-request-sp [9] EXPLICIT ServiceProvId,


    subscription-initiator-suppression  [10]


                              EXPLICIT NotifSuppIndicatorError,


    subscription-request-sp-suppression [11]


                              EXPLICIT NotifSuppIndicatorError,


    subscription-other-sp-suppression   [12]


                              EXPLICIT NotifSuppIndicatorError


}











NotifSuppIndicator ::= ENUMERATED {


    provider (0),


    delegates (1),


    provider-and-delegates (2)


}








SelfNotifSuppIndicator ::= BOOLEAN








SubscriptionData ::= SEQUENCE {


    subscription-lrn [1] LRN OPTIONAL,


    subscription-new-current-sp [2] ServiceProvId OPTIONAL,


    subscription-activation-timestamp [3] GeneralizedTime OPTIONAL,


    subscription-class-dpc [4] EXPLICIT DPC,


    subscription-class-ssn [5] EXPLICIT SSN,


    subscription-lidb-dpc [6] EXPLICIT DPC,


    subscription-lidb-ssn [7] EXPLICIT SSN,


    subscription-isvm-dpc [8] EXPLICIT DPC,


    subscription-isvm-ssn [9] EXPLICIT SSN,


    subscription-cnam-dpc [10] EXPLICIT DPC,


    subscription-cnam-ssn [11] EXPLICIT SSN,


    subscription-end-user-location-value [12]


         EndUserLocationValue OPTIONAL,


    subscription-end-user-location-type [13] EndUserLocationType OPTIONAL,


    subscription-billing-id      [14] BillingId OPTIONAL,


    subscription-lnp-type        [15] LNPType,


    subscription-download-reason [16] DownloadReason,


    subscription-wsmsc-dpc       [17] EXPLICIT DPC OPTIONAL,


    subscription-wsmsc-ssn       [18] EXPLICIT SSN OPTIONAL,


    subscription-sv-type         [19] EXPLICIT  SVType OPTIONAL,


    subscription-optional-data   [20] EXPLICIT OptionalData OPTIONAL,





}








SubscriptionModifyData ::= SEQUENCE {


    subscription-lrn [0] LRN OPTIONAL,


    subscription-new-sp-due-date [1] GeneralizedTime OPTIONAL,


    subscription-old-sp-due-date [2] GeneralizedTime OPTIONAL,


    subscription-old-sp-authorization [3] ServiceProvAuthorization OPTIONAL,


    subscription-class-dpc [4] EXPLICIT DPC OPTIONAL,


    subscription-class-ssn [5] EXPLICIT SSN OPTIONAL,


    subscription-lidb-dpc  [6] EXPLICIT DPC OPTIONAL,


    subscription-lidb-ssn  [7] EXPLICIT SSN OPTIONAL,


    subscription-isvm-dpc  [8] EXPLICIT DPC OPTIONAL,


    subscription-isvm-ssn  [9] EXPLICIT SSN OPTIONAL,


    subscription-cnam-dpc [10] EXPLICIT DPC OPTIONAL,


    subscription-cnam-ssn [11] EXPLICIT SSN OPTIONAL,


    subscription-end-user-location-value [12] EndUserLocationValue OPTIONAL,


    subscription-end-user-location-type [13] EndUserLocationType OPTIONAL,


    subscription-billing-id [14] BillingId OPTIONAL,


    subscription-status-change-cause-code [15]


        SubscriptionStatusChangeCauseCode OPTIONAL,


    subscription-wsmsc-dpc      [16] EXPLICIT DPC OPTIONAL,


    subscription-wsmsc-ssn      [17] EXPLICIT SSN OPTIONAL,


    subscription-customer-disconnect-date [18] GeneralizedTime OPTIONAL,


    subscription-effective-release-date [19] GeneralizedTime OPTIONAL,


    new-version-status          [20] VersionStatus OPTIONAL,


    subscription-sv-type        [21]  EXPLICIT SVType OPTIONAL,


    subscription-optional-data  [22] EXPLICIT OptionalData OPTIONAL,


    subscription-new-sp-med-ind [23] EXPLICIT MediumTimerIndicator OPTIONAL,


    subscription-old-sp-med-ind [24] EXPLICIT MediumTimerIndicator OPTIONAL,


    subscription-cross-ref-id   [25] CrossRefId OPTIONAL,


    subscription-request-sp [26] ServiceProvId OPTIONAL,


    subscription-initiator-suppression  [27]


                        EXPLICIT SelfNotifSuppIndicator OPTIONAL,


    subscription-request-sp-suppression [28]


                        EXPLICIT NotifSuppIndicator OPTIONAL,


    subscription-other-sp-suppression   [29]


                        EXPLICIT NotifSuppIndicator OPTIONAL


}








SubscriptionModifyInvalidData ::= CHOICE {


    subscription-lrn [0] EXPLICIT LRN,


    subscription-new-sp-due-date [1] EXPLICIT GeneralizedTime,


    subscription-old-sp-due-date [2] EXPLICIT GeneralizedTime,


    subscription-old-sp-authorization [3] EXPLICIT ServiceProvAuthorization,


    subscription-class-dpc [4] EXPLICIT DPC,


    subscription-class-ssn [5] EXPLICIT SSN,


    subscription-lidb-dpc  [6] EXPLICIT DPC,


    subscription-lidb-ssn  [7] EXPLICIT SSN,


    subscription-isvm-dpc  [8] EXPLICIT DPC,


    subscription-isvm-ssn  [9] EXPLICIT SSN,


    subscription-cnam-dpc [10] EXPLICIT DPC,


    subscription-cnam-ssn [11] EXPLICIT SSN,


    subscription-end-user-location-value [12] EXPLICIT EndUserLocationValue,


    subscription-end-user-location-type [13] EXPLICIT EndUserLocationType,


    subscription-billing-id [14] EXPLICIT BillingId,


    subscription-status-change-cause-code [15]


          EXPLICIT SubscriptionStatusChangeCauseCode,


    subscription-wsmsc-dpc      [16] EXPLICIT DPC,


    subscription-wsmsc-ssn      [17] EXPLICIT SSN,


    subscription-customer-disconnect-date [18] EXPLICIT GeneralizedTime,


    subscription-effective-release-date [19] EXPLICIT GeneralizedTime,


    new-version-status          [20] EXPLICIT VersionStatus,


    subscription-sv-type        [21] EXPLICIT SVType,


    subscription-optional-data  [22] EXPLICIT OptionalData,


    subscription-new-sp-med-ind [23] EXPLICIT MediumIndicatorError,


    subscription-old-sp-med-ind [24] EXPLICIT MediumIndicatorError,


    subscription-cross-ref-id   [25] EXPLICIT CrossRefId,


    subscription-request-sp [26] EXPLICIT ServiceProvId,


    subscription-initiator-suppression  [27]


                           EXPLICIT NotifSuppIndicatorError,


    subscription-request-sp-suppression [28]


                           EXPLICIT NotifSuppIndicatorError,


    subscription-other-sp-suppression   [29]


                           EXPLICIT NotifSuppIndicatorError


}






XML:





The cross-reference ID will be added to the following XML messages:





NewSpCreateRequest


NewSpCreateReply (InvalidData only)


ModifyRequest (Modify pending new)


ModifyReply (InvalidData only)


SvObjectCreationNotification


SvAttributeChangeNotification


SvQueryReply


NpbCreateRequest


NpbObjectCreationNotification


NpbQueryReply
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Business Need


Some LSMS systems return attributes that are applicable only to the NPAC SMS view of Subscription Versions and Number Pool Blocks when queried by the NPAC SMS as part of audit processing.  To avoid changes to local systems, the NPAC SMS will permit these attributes to be present in M-GET replies received by the NPAC SMS during audit processing, but the NPAC SMS will not use such extra attributes during audit processing.   Also see PIM 101.





Description of Change:


Changes detailed below.









[bookmark: _Toc59881639]IIS:





New Section:  4.10 LSMS Responses to Queries Initiated by NPAC SMS


As described in Section 4.1.1, when Subscription Versions are downloaded to the Local SMS, the subscriptionVersion is the object class referenced in the download messages, and when Number Pool Blocks are downloaded to the Local SMS, the numberPoolBlock is the object class referenced in the download messages.  During audit processing, the NPAC SMS compares only the attributes defined for these objects against the attributes in the corresponding NPAC SMS subscriptionVersionNPAC and numberPoolBlockNPAC objects.  The NPAC SMS will accept attributes defined only for subscriptionVersionNPAC and numberPoolBlockNPAC objects in M-GET replies from the Local SMS, but the NPAC SMS will ignore such attributes and not consider them during audit processing.   








GDMO:





GDMO Behavior (changed text in yellow highlights)





-- 20.0 LNP subscription Version Managed Object Class





subscriptionVersion MANAGED OBJECT CLASS


[snip]


   


subscriptionVersionBehavior BEHAVIOUR


    DEFINED AS !


        Local SMS Managed Object used for the NPAC SMS to Local SMS


        Interface.





        [snip]





        Filtering Support for M-GET:


        TN Query with greaterOrEqual and lessOrEqual, and equality must be


        supported for auditing.  The fields used with greaterOrEqual and


        lessOrEqual filters are subscriptionTN and


        subscriptionActivationTimeStamp.  The field used with equality is


        subscriptionTN.  Filters supported contain either a greaterOrEqual and


        lessOrEqual filter, or equality filter, for subscriptionTN only or a


        more complex filter.  The more complex filter uses two criteria for


        filtering.  The first criteria used is greaterOrEqual and lessOrEqual


        filters with subscriptionTN.  The second criteria uses greaterOrEqual


        and lessOrEqual filters for subscriptionActivationTimeStamp. Both


        criteria must be matched for the data being queried (logical and).





For responses to M-GET requests, the NPAC SMS will permit attributes from the subscriptionVersionNPAC object class to be specified in the message.  However, the NPAC SMS will ignore all attributes applicable only to the subscriptionVersionNPAC object class during audit processing.





        [snip]











-- 29.0 Number Pool Block Data Managed Object Class


--


numberPoolBlock MANAGED OBJECT CLASS


    [snip]





numberPoolBlock-Behavior BEHAVIOUR


    DEFINED AS !


        [snip]





        Filtering Support for M-GET:


        Number Pool Block Query with greaterOrEqual and lessOrEqual, and


        equality for EDR support.  The fields used with greaterOrEqual and


        lessOrEqual filters are numberPoolBlockNPA-NXX-X and


        numberPoolBlockActivationTimeStamp.  The field used with equality is


        numberPoolBlockNPA-NXX-X.  Filters supported contain either a


        greaterOrEqual and lessOrEqual filter, or equality filter, for


        numberPoolBlockNPA-NXX-X only or a more complex filter.  The more


        complex filter uses two criteria for filtering.  The first criteria used


        is equality filter with numberPoolBlockNPA-NXX-X.  The second criteria


        uses greaterOrEqual and lessOrEqual filters for


        numberPoolBlockActivationTimeStamp.  Both criteria must be matched for


        the data being queried (logical and).  The scope for the filters is


        level 1 only with a base managed object class of lnpSubscriptions.





For responses to M-GET requests, the NPAC SMS will permit attributes from the numberPoolBlockNPAC object class to be specified in the message.  However, the NPAC SMS will ignore all attributes applicable only to the numberPoolBlockNPAC object class during audit processing.


	  [snip]


        


    !;


Page 4 of 4




NANC 515 - XML Messages - Boolean Attributes.docx







NANC 515 v2 – XML Messages – Boolean Attributes


Origination Date:  1/9/18


Originator:  iconectiv


[bookmark: _Toc72227019]Change Order Number:  NANC 515 v2


Description:  XML Messages – Boolean Attributes


Functional Backwards Compatible:  Yes





IMPACT/CHANGE ASSESSMENT








			DOC


			FRS


			IIS





			


			N


			N











			CMIP


			GDMO


			ASN.1


			Neustar NPAC


			iconectiv NPAC


			SOA


			LSMS





			


			N


			N


			N


			N


			N


			N











			XML


			XIS


			XSD


			Neustar NPAC


			iconectiv NPAC


			SOA


			LSMS





			


			Y


			N


			N


			Y


			N


			N














Business Need


The NPAC SMS XML Interface Specification (XIS) is based on the W3C standards, which defines the boolean data type  to have allowed values of ‘false’ or ‘true’ or ‘0’ or ‘1’.  The boolean data type is used to represent the port-to-original indicator, the Old SP Authorization, and the Old and New SP Medium Timer Indicator in SV related requests and to represent the SOA Origination Indicator for Number Pool Block related requests on the NPAC SMS and in its mechanized interface messages. Some local systems can support sending ‘false, ‘true, ‘0’ or ‘1’ for boolean attributes in XML  interface messages to NPAC SMS, but can only support receiving a ‘0’ or ‘1’ for boolean attributes in XML interface messages from the NPAC SMS.  The iconectiv NPAC implemented sending ‘false’ or ‘true’ for boolean attributes in XML interface messages to SOAs/LSMSs as allowed by the standards.  To avoid changes to local systems, the iconectiv NPAC SMS will provide an accommodation by only sending a ‘0’ or ‘1’ for boolean attributes in XML interface messages to SOAs and LSMSs (but will still support, per the standards, receiving ‘false’, ‘true’, ‘0’, or ‘1’ for boolean attributes in XML interface messages from local systems).





Description of Change:


Changes detailed below.





[bookmark: _Toc59881639]XIS:





Section 4 on XML Interface Schema:





[snip]





There are several conventions used in the schema in an attempt to provide a consistent and logical representation of the messages:


· Requests from the SOA/LSMS to the NPAC all end with “Request”.  For example, NpbQueryRequest and ActivateRequest.


[snip]


· There are several lexical conventions used in the schema:


· A prefix of Npb in a message name indicates the message is related to a Number Pooled Block.


· A prefix of Sv in a message name indicates the message is related to a Subscription Version.


· A prefix of svb is used for any attribute that can exist in either a Subscription Version or a Number Pooled Block.


· Attribute names are lower-case and have segments separated with underscores (e.g. svb_lrn).  Message names and data types are mixed case, with segments using upper-case (e.g. SpidCreateDownload, NumberString).


· [bookmark: boolean-lexical-representation]An instance of a datatype that is defined as boolean can have the following legal literals {true, false, 1, 0} in interface messages originating from SOAs/LSMSs to the NPAC SMS, .  bBut, when NPAC SMS sends messages to the SOAs/LSMSs, the NPAC SMS will only use the legal literals {1, 0} for boolean attributes in those interface messages from the NPAC SMS to SOAs/LSMSs.





Section 5.6 on NPAC to SOA Interface Messages.





In the following sections that depict example XML interface messages from NPAC to SOA that contain one or more boolean attributes with a value of ‘false’ or ‘true’, the value of the boolean attributes will be changed to ‘0’ or ‘1’.


· 5.6.33.2 NpbQueryReply XML Example: <block_soa_origination>false0</block_soa_origination>


· 5.6.41.2 SvAttributeValueChangeNotification XML Example: <sv_old_sp_authorization>true1</sv_old_sp_authorization>
<sv_new_sp_medium_timer_indicator>true1</sv_new_sp_medium_timer_indicator>
<sv_old_sp_medium_timer_indicator>true1</sv_old_sp_medium_timer_indicator>


· [bookmark: _Toc338686415]5.6.44.2 SvNewSpCreateNotification XML Example:
<sv_old_sp_authorization>true1</sv_old_sp_authorization>


· 5.6.45.2 SvNewSpFinalCreateWindowExpirationNotification XML Example:
<sv_old_sp_authorization>true1</sv_old_sp_authorization>


· 5.6.46.2 SvObjectCreationNotification XML Example:
<sv_old_sp_authorization>true1</sv_old_sp_authorization>
<sv_new_sp_medium_timer_indicator>true1</sv_new_sp_medium_timer_indicator>
<sv_old_sp_medium_timer_indicator>true1</sv_old_sp_medium_timer_indicator>


· 5.6.49.2 SvQueryReply XML Example
<sv_old_sp_authorization>true1</sv_old_sp_authorization>
<sv_porting_to_original_sp_switch> true1</sv_porting_to_original_sp_switch>
<sv_new_sp_medium_timer_indicator>true1</sv_new_sp_medium_timer_indicator>
<sv_old_sp_medium_timer_indicator>true1</sv_old_sp_medium_timer_indicator>





[bookmark: OLE_LINK1][bookmark: OLE_LINK2]In Section 5.8 on NPAC to LSMS Interface Messages, the following sections that depict example XML interface messages from NPAC to LSMS that contain one or more boolean attributse with a value of ‘false’ or ‘true’, the value of the boolean attributes will be changed to ‘0’ or ‘1’.



· 5.8.19.2 NpbQueryReply XML Example: <block_soa_origination>true1</block_soa_origination>


· 5.8.30.2 SvQueryReply XML Example
<sv_old_sp_authorization>true1</sv_old_sp_authorization>
<sv_porting_to_original_sp_switch> true1</sv_porting_to_original_sp_switch>
<sv_new_sp_medium_timer_indicator>true1</sv_new_sp_medium_timer_indicator>
<sv_old_sp_medium_timer_indicator>true1</sv_old_sp_medium_timer_indicator>
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[bookmark: _Toc72227019]Change Order Number:  NANC 516 v1


Description:  XML Messages – Extraneous SPIDs
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Business Need


The NPAC SMS XML Interface Specification (XIS) supports three types of service provider IDs in SOA to NPAC interface messages: 


· [bookmark: OLE_LINK1][bookmark: OLE_LINK2][bookmark: OLE_LINK3]sp_id in the header of the message identifying the service provider originating the message (required), 


· secondary_sp_id in the message content –  used by a service bureau when submitting a request on behalf of their secondary spid;  the sp_id in the message header is set to the primary spid,


· request_sp_id  in the message content –  used by a delegate when they are submitting a request on behalf of a grantor spid.  The value of the request_sp_id is set to the grantor spid.  The sp_id in the message header is set to the delegate spid.


The NPAC uses these fields to determine the service provider associated with the message request: request_sp_id if populated, secondary_sp_id if populated and request_sp_id not populated, or sp_id in header if request_sp_id and secondary sp_id not populated.


Some XML SOA systems are submitting requests where some or all of these fields are populated with the same SPID value, causing the iconectiv NPAC to fail the request during validation processing (for example, FRS requirement RR6-238 XML Message Delegation – Relationship Establishment indicates: The SOA delegation relationship can be from any one SPID to any other SPID). 


To avoid changes to local systems, the iconectiv NPAC SMS will provide an accommodation by allowing extraneous SPIDs to be provided in requests, but the iconectiv NPAC will ignore the extraneous SPIDs, and process the request as if the extraneous SPIDs were not populated in the request (thus any replies or notifications associated with the request will not have extraneous SPIDs).





Description of Change:


Changes detailed below.





[bookmark: _Toc59881639]XIS:


At the end of Section 5.1 on Message Structure:





[snip]





For messages coming from the SOA to the NPAC, the NPAC considers three fields to determine which SPID is actually issuing the request.  The determination is made by examining the fields in the following order:


· the request_sp_id from the message_content (if populated), 


· the secondary_sp_id from the message_content (if populated)


· The sp_id from the message_header (always populated).





For example, for a message that specifies the sp_id as 1111 and a request_sp_id as 2222, the NPAC will evaluate the message as if it was requested by spid 2222.


[bookmark: OLE_LINK4][bookmark: OLE_LINK5][bookmark: OLE_LINK6]Note, when evaluating which SPID is actually issuing the request, a determination of extraneous SPIDs in the request is made in the following order: 


1. if a SOA request identifies a request_sp_id field that has the same value as the secondary_sp_id field or the same value as the sp_id field in the message header when the secondary_sp_id field is not present, then the message will be accepted but will be processed as if the request_sp_id field was not populated.  


2. If a SOA request identifies a secondary_sp_id field that has the same value as the sp_id field in the message header, the message will be accepted but will be processed as if the the secondary_sp_id field was not populated.  


In these instances, the extraneous SPID fields that are ignored for message processing will not appear in XML response messages nor in any associated notification messages.


[snip]








Page 3 of 3




NANC 517 - Turn-Up Test Plan Doc-Only Clarifications v2.docx

NANC 517 v2


Origination Date:  02/14/18


Originator:  iconectiv


[bookmark: _Toc72227019]Change Order Number:  NANC 517


Description:  Turn-Up Test Plan Doc-Only Clarifications


Functional Backwards Compatible:  Yes





IMPACT/CHANGE ASSESSMENT








			DOC


			FRS


			IIS





			


			N


			N











			CMIP


			GDMO


			ASN.1


			NPAC


			SOA


			LSMS





			


			N


			N


			N


			N


			N











			XML


			XIS


			XSD


			NPAC


			SOA


			LSMS





			


			N


			N


			N


			N


			N














Business Need


Documentation updates.





Description of Change:


Changes detailed below.









[bookmark: _Toc59881639]Requirements:


Turn-up Test Plan (changed text in yellow highlights)





Chapter 7, test case NANC 372 – XML Ordering 3: test case involves XML LSMS, so delete XML SOA involvement in the TC and add XML LSMS involvement.





Chapter 8, test case 8.1.2.4.1.13, update Test Result 14 and 15:


RESULT-14:  NPAC SMS sends a status attribute value change message in CMIP (or VATN – SvAttributeValueChangeNotification in XML) to the oldnew Service Provider for the previous ‘active’ Subscription Versions setting the status to ‘old’, upon receiving successful acknowledgment from all involved LSMSs.


RESULT-15:  OldNew Service Provider acknowledges the status attribute value change message in CMIP (or NOTR – NotificationReply in XML).





Chapter 8, test case 8.1.2.4.1.19, update Test Result 14 and 15:


RESULT-15:  NPAC SMS sends a status attribute value change message in CMIP (or VATN – SvAttributeValueChangeNotification in XML) to the oldnew Service Provider for the previous ‘active’ Subscription Versions setting the status to ‘old’, upon receiving successful acknowledgment from all involved LSMSs.


RESULT-16:  OldNew Service Provider acknowledges the status attribute value change message in CMIP (or NOTR – NotificationReply in XML).





Chapter 8, test case 8.1.2.4.1.22, update Test Result 14 and 15:


RESULT-15:  NPAC SMS sends a status attribute value change message in CMIP (or VATN – SvAttributeValueChangeNotification in XML) to the oldnew Service Provider for the previous ‘active’ Subscription Versions setting the status to ‘old’, upon receiving successful acknowledgment from all involved LSMSs.


RESULT-16:  OldNew Service Provider acknowledges the status attribute value change message in CMIP (or NOTR – NotificationReply in XML).





Chapter 8, test case 8.5.1, update Test Result 3:


RESULT 3: Service Provider systems successfully submit SV create, modify and disconnect requests prior to PDP start, during PDP and after PDP ends.


-  When SV requests are made prior to PDP start, requests with the New NPA-NXX will be rejected when the due date for the request is prior to PDP start, and requests for the Old NPA-NXX are accepted/processed by the NPAC SMS.


-  When SV requests are made during PDP start, requests with the New and/or Old NPA-NXX will be accepted/processed by the NPAC SMS.  The response from the NPAC SMS will only contain the New NPA-NXX.


-  When SV requests are made after PDP ends, requests with the Old NPA-NXX will be rejected by the NPAC SMS.  Requests using the New NPA-NXX are accepted/processed by the NPAC SMS.





Chapter 8, test case 8.5.4, update Test Result 3:





RESULT-17:  For NPA-NXXs added to an NPA Split during PDP, the New NPA-NXX cannot exist on the NPAC SMS.  The NPAC SMS will automatically create the New NPA-NXX with an Effective Date of the current date/timeno later than the next day and broadcast in CMIP (or DXCD – NpaNxxDxCreateDownload) the create to all SOAs/LSMSs that support network data downloads and are accepting broadcasts for the NPA-NXX.





Chapter 9, test case NANC 68-1, update expected result 7:


			7.


			SP – conditional


			SP Personnel, using either the SOA/SOA LTI or LSMS, perform an NPAC query for the Subscription Versions in the range that did not have exceptions to verify that the Subscription Version  fields selected to be mass updated were modified.


			SP


			The Subscription Versions were modified correctly.


Any subscription versions with a status of Pending, Conflict, Cancel-Pending or Active that meet the Mass Update criteria are updated as a result of a Mass Update.














Chapter 9, test case NANC 68-3, update expected result 7:


			7.


			SP – conditional


			SP Personnel, using either the SOA/SOA LTI or LSMS, perform an NPAC query for the Subscription Versions in the range that did not have exceptions to verify that the Subscription Version  fields selected to be mass updated were modified.


			SP


			The Subscription Versions were modified correctly.


Any subscription versions with a status of Pending, Conflict, Cancel-Pending or Active that meet the Mass Update criteria are updated as a result of a Mass Update.














Chapter 11, test case 2.3, update steps 4 & 6 (object create notification) updating  the TN/version ID attributes to reflect differences between CMIP and XML concerning a TN Range notification for a single TN:


[snip]


· CMIP TN/SV ID info:


· start TN


· end TN


· start SVID


· end SVID


· XML TN/SV ID info: 


· subscriptionVersionIdsv_id


· subscriptionVersionTNsv_tn


[snip]





Chapter 11, test case 2.3, update steps 15  & 17 (attribute value change notification) updating  the TN/version ID attributes to reflect differences between CMIP and XML concerning a TN Range notification for a single TN:


[snip]


· CMIP TN/SV ID info:


· start TN


· end TN


· start SVID


· end SVID


· XML TN/SV ID info: 


· sv_id


· sv_tn


[snip]





Chapter 11, test case 2.8, step 6 & 8 updates (Status AVC notification) – updating  the TN/version ID attributes to reflect differences between CMIP and XML concerning a TN Range notification for a single TN:


[snip]


· CMIP TN/SV ID info:


· start TN


· end TN


· start SVID


· end SVID


· XML TN/SV ID info: 


· sv_id


· sv_tn


[snip]








Chapter 11, test case 2.9, update steps 6 & 8 (Status AVC notification) – updating  the TN/version ID attributes to reflect differences between CMIP and XML when version IDs are non-consecutive for a TN range:


[snip]


· CMIP TN/SV ID info:


· start TN


· end TN


· list of SV IDs


· XML TN/SV ID info:


· Paired list of TNs and SVIDs


[snip]





Chapter 11, test case 2.12, step 6 updates (Status AVC) – updating  the TN/version ID attributes to reflect differences between CMIP and XML concerning a TN Range notification for a single TN:


[snip]


· CMIP TN/SV ID info:


· start TN


· end TN


· start SVID


· end SVID


· XML TN/SV ID info: 


· sv_id


· sv_tn


[snip]








Chapter 11, test case 2.15, step 4 & 6 updates (AVC) – updating  the TN/version ID attributes to reflect differences between CMIP and XML concerning a TN Range notification for a single TN:


[snip]


· CMIP TN/SV ID info:


· start TN


· end TN


· start SVID


· end SVID


· XML TN/SV ID info: 


· sv_id


· sv_tn


[snip]








Chapter 11, test case 2.16, step 5 updates (Customer Disconnect Date) & step 8 (Status AVC) – updating  the TN/version ID attributes to reflect differences between CMIP and XML when version IDs are non-consecutive for a TN range:


[snip]


· CMIP TN/SV ID info:


· start TN


· end TN


· list of SV IDs


· XML TN/SV ID info:


· Paired list of TNs and SVIDs


[snip]








Chapter 11, test case 2.19, step 5 updates (Customer Disconnect Date) & step 8 (Status AVC) – updating  the TN/version ID attributes to reflect differences between CMIP and XML concerning a TN Range notification for a single TN:


[snip]


· CMIP TN/SV ID info:


· start TN


· end TN


· start SVID


· end SVID


· XML TN/SV ID info: 


· sv_id


· sv_tn


[snip]








Chapter 11, test case 2.20, step 5 updates (Customer Disconnect Date) & step 8 (Status AVC) – updating  the TN/version ID attributes to reflect differences between CMIP and XML when version IDs are non-consecutive for a TN range:


Step 5: 


[snip]


· CMIP TN/SV ID info:


· start TN


· end TN


· list of SV IDs


· XML TN/SV ID info:


· Paired list of TNs and SVIDs


[snip]


Step 8:


[snip]


· CMIP TN/SV ID info:


· start TN


· end TN


· list of SVIDs


· TN Range


· XML TN/SV ID info:


· Paired list of TNs and SVIDs








Chapter 11, test case 2.23, step 4 updates (Status AVC) – updating  the TN/version ID attributes to reflect differences between CMIP and XML when version IDs are non-consecutive for a TN range:


Step 4: 


[snip]


· CMIP TN/SV ID info:


· start TN


· end TN


· list of SVIDs


· TN Range


· XML TN/SV ID info:


· Paired list of TNs and SVIDs





Chapter 11, test case 2.26, step 4 updates (Status AVC) & step 6 (Status AVC) – updating  the TN/version ID attributes to reflect differences between CMIP and XML when version IDs are non-consecutive for a TN range:


 [snip]


· CMIP TN/SV ID info:


· start TN


· end TN


· list of SVIDs


· TN Range


· XML TN/SV ID info:


· Paired list of TNs and SVIDs








Chapter 11, test case 2.27, step 4 & 6 (Status AVC), updating the TN/version ID attributes to reflect differences between CMIP and XML concerning a TN Range notification for a single TN:


[snip]


· CMIP TN/SV ID info:


· paired list of TNs and SVIDsstart TN


· end TN


· start SVID


· end SVID


· XML TN/SV ID info: 


· sv_id


· sv_tn


[snip]








Chapter 11, test case 2.29, step 4 & 6 updates (Status AVC) & step 8 & 10 updates (Status AVC) – updating  the TN/version ID attributes to reflect differences between CMIP and XML when version IDs are non-consecutive for a TN range:


Steps 4 & 6:


[snip]


· start TN


· end TN


· list of SV IDs


· paired list of TNs and SVIDs


[snip]


Steps 8 & 10:


· CMIP TN/SV ID info:


· start TN


· end TN


· list of SV IDs


· XML TN/SV ID info:


· Paired list of TNs and SVIDs


[snip]





Chapter 11, test case 2.30, step 4 (Status AVC) and steps 8 & 10 (AVC) – updating  the TN/version ID attributes to reflect differences between CMIP and XML concerning a TN Range notification for a single TN:


[snip]


· CMIP TN/SV ID info:


· start TN


· end TN


· start SVID


· end SVID


· XML TN/SV ID info: 


· sv_id


· sv_tn


[snip]








Chapter 11, test case 2.32, step 4 & 6 updates (Status AVC) & step 8 & 10 updates (Status AVC) – updating  the TN/version ID attributes to reflect differences between CMIP and XML when version IDs are non-consecutive for a TN range:


Steps 4 & 6:


[snip]


· start TN


· end TN


· list of SV IDs


· paired list of TNs and SVIDs


[snip]


Steps 8 & 10:


· CMIP TN/SV ID info:


· start TN


· end TN


· list of SV IDs


· XML TN/SV ID info:


· [bookmark: _GoBack]Paired list of TNs and SVIDs


[snip]





Chapter 12, test case 169-1, update expected result 6, remove steps 7 and 8.


[bookmark: OLE_LINK1][bookmark: OLE_LINK2][bookmark: OLE_LINK3]The audit finds the LSMS under test not discrepant for the SVs audited and the LSMS is removed from the Failed SP List for the audited SVs.  Using the Audit Results Log, verify that there were no updates made.  If any updates were made as a result of running this audit, this test case fails.  


Verify that:


SV group a exists on the LSMS.  Verify that all of them reflect the ‘modified’ SV values from the prerequisites above.


SV group b exists on the LSMS.


SV group b1 exists on the LSMS. 


SV group c exists on the LSMS.


SV group d exists on the LSMS.


SV group g exists on the LSMS.





			7.


7.


			





NPAC


			NPAC Personnel ‘re-send’ the following to the Service Provider under test:


SV group a that exists on the NPAC SMS with a status of ‘Active with a Failed SP List.


SV group c that exists on the NPAC SMS with a status of ‘Partial-Fail’.


SV group d that exists on the NPAC SMS with a status of ‘Partial-Fail’.


.


NPAC SMS issues the appropriate messages to the LSMS in order to update the LSMS for these SVs.





			SP


SP


			LSMS receives the resend requests from the NPAC SMS and issues a ‘duplicate object’ response to the NPAC SMS for:


SV group c 


SV group d 


SV group g











			8


8.


			


NPAC


			NPAC Personnel perform multiple Full audits for each NPA-NXX of the following SVs, to verify that all the appropriate updates were processed from the NPAC ‘re-send’ for the ‘Partial-Fail’ objects:


SV group a


SV group c


SV group d 


SV group g





			


SP


			Using the Audit Results Log, verify that there were no updates made.  If any updates were made as a result of running this audit, this test case fails.


Verify that:


SV group a exists on the LSMS.


SV group c exists on the LSMS.


SV group d exists on the LSMS.


SV group g exists on the LSMS.

















Chapter 12, test case 169-2, update expected result 6, remove steps 7 and 8.


The audit finds the LSMS under test not discrepant for the SVs audited and the LSMS is removed from the Failed SP List for the audited SVs.  Using the Audit Results Log, verify that there were no updates made.  If any updates were made as a result of running this audit, this test case fails.  


Verify that:


SV group a exists on the LSMS.  


SV group b exists on the LSMS. 


SV group c exists on the LSMS.


SV group d exists on the LSMS.





			


7.


			


NPAC


			NPAC Personnel ‘re-send’ the following to the Service Provider under test:


NOTE:  The BDD request was a subset of the total TNs manipulated in the Prerequisite Setup above.  Resend the respective subset of data.


SV group a that exists on the NPAC SMS with a status of ‘Partial-Fail’.


SV group d that exists on the NPAC SMS with a status of ‘Partial-Fail’.





NPAC SMS issues the appropriate messages to the LSMS in order to update the LSMS for these SVs.


			


SP


			LSMS receives the resend requests from the NPAC SMS and issues a ‘duplicate object’ response to the NPAC SMS for:


NOTE:  The BDD request was a subset of the total TNs manipulated in the Prerequisite Setup above.  Verify the subset of data.


SV group a


SV group d








			


8.


			


NPAC


			NPAC Personnel perform multiple Full audits for each NPA-NXX of the following SVs to verify that all the appropriate updates were processed from the NPAC ‘re-send’ for the ‘Partial-Fail’ objects:





SV group 2a


SV group 2d





			NPAC


			Using the Audit Results Log, verify that there were no updates made.  If any updates were made as a result of running this audit, this test case fails.


Verify that:





SV group 2a


SV group 2d




















Chapter 12, test case 169-3, update expected result 6, remove steps 7 and 8.


The audit finds the LSMS under test not discrepant for the SVs audited and the LSMS is removed from the Failed SP List for the audited SVs.  Using the Audit Results Log, verify that there were no updates made.  If any updates were made as a result of running this audit, this test case fails.  


Verify that:


SV group a exists on the LSMS.  


SV group b exists on the LSMS. 


SV group c exists on the LSMS.


SV group f exists on the LSMS.





			


7.


			


NPAC


			NPAC Personnel ‘re-send’ the following to the Service Provider under test:


SV group a that exists on the NPAC SMS with a status of ‘Partial-Fail’.


SV group f that exists on the NPAC SMS with a status of ‘Active’ and a Failed SP List including the service provider under test.





NPAC SMS issues the appropriate messages to the LSMS in order to update the LSMS for these SVs.


			


SP


			LSMS receives the resend requests from the NPAC SMS and issues a ‘duplicate object’ response to the NPAC SMS for:


SV group a


SV group f








			


8.


			


NPAC


			NPAC Personnel perform multiple Full audits for each NPA-NXX of the following SVs to verify that all the appropriate updates were processed from the NPAC ‘re-send’ for the ‘Partial-Fail’ objects:





SV group a


SV group f





			NPAC


			Using the Audit Results Log, verify that there were no updates made.  If any updates were made as a result of running this audit, this test case fails.


Verify that:





SV group a


SV group f




















Chapter 12, test case 169-4, update expected result 6, remove steps 7 and 8.


The audit finds the LSMS under test not discrepant for the SVs audited and the LSMS is removed from the Failed SP List for the audited SVs.  Using the Audit Results Log, verify that there were no updates made.  If any updates were made as a result of running this audit, this test case fails.  


Verify that:


SV group a exists on the LSMS.  


SV group b exists on the LSMS. 


SV group c exists on the LSMS.








			


7.


			


NPAC


			NPAC Personnel ‘re-send’ the following to the Service Provider under test:


NOTE:  The BDD request was a subset of the total TNs manipulated in the Prerequisite Setup above.  Resend the respective subset of data.


SV group a that exists on the NPAC SMS with a status of ‘Partial-Fail’.





NPAC SMS issues the appropriate messages to the LSMS in order to update the LSMS for these SVs.


			


SP


			LSMS receives the resend requests from the NPAC SMS and issues a ‘duplicate object’ response to the NPAC SMS for:


NOTE:  The BDD request was a subset of the total TNs manipulated in the Prerequisite Setup above.  Verify the subset of data.





SV group a








			


8.


			


NPAC


			NPAC Personnel perform multiple Full audits for each NPA-NXX in the following SVs to verify that all the appropriate updates were processed from the NPAC ‘re-send’ for the ‘Partial-Fail’ objects:





SV group a





			NPAC


			Using the Audit Results Log, verify that there were no updates made.  If any updates were made as a result of running this audit, this test case fails.


Verify that:





SV group a


























Chapter 13, test case NANC 400-4, update step 4





			4.


			NPAC


			For the LSMS under test, the NPAC SMS issues an M-SET Request numberPoolBlock in CMIP (or PATN – NpbAttributeValueChangeNotification PBMD - NpbModifyDownload in XML) to update the attributes on the Number Pool Block object.


			SP


			For the LSMS under test, LSMS receives the M-SET Request in CMIP (or PATN – NpbAttributeValueChangeNotification PBMD - NpbModifyDownload in XML), verifies that the action is valid and returns an M-SET Response numberPoolBlock in CMIP (or NOTR – NotificationReply in XML) back to the NPAC SMS. 

















Chapter 17, test case NANC 372-Security-14, update Test Result 4.


			


4.


			


NPAC


			NPAC sends a message to LSMS, where the Departure TimeStamp attribute is inaccurate.


			


SP


			LSMS (acting as server) accepts the connection but rejects the message with an access_denied invalid_data_values Error.








.





Chapter 16, test case Assoc Data-2, update Objective and Expected Result 2 to indicate SOA/LSMS aborts or retries the association:


Objective: Verify SOA/LSMS aborts the association or retries to establish a new association when the NPAC SMS replies with an invalid System ID.  


Expected Result 2: SOA/LSMS aborts association with no reason provided or SOA/LSMS times-out and retries establishing a new association (whereby NPAC aborts the invalid association and establishes the new association).








Chapter 16, test case Assoc Data-3, update Objective and Expected Result 2 to indicate SOA/LSMS aborts or retries the association:


Objective: Verify SOA/LSMS aborts the association or retries to establish a new association when the NPAC SMS replies with delayed CMIP Departure time.  


Expected Result 2: SOA/LSMS aborts association with no reason provided or SOA/LSMS times-out and retries establishing a new association (whereby NPAC aborts the invalid association and establishes the new association).








Chapter 16, test case Assoc Data-4, update Objective and Expected Result 2 to indicate SOA/LSMS aborts or retries the association:


Objective: Verify SOA/LSMS aborts the association or retries to establish a new association when the NPAC SMS replies with an out-of-order sequence number.  


Expected Result 2: SOA/LSMS aborts association with no reason provided or SOA/LSMS times-out and retries establishing a new association (whereby NPAC aborts the invalid association and establishes the new association).








Chapter 16, test case Assoc Data-6, update Objective and Expected Result 2 to indicate SOA/LSMS aborts or retries the association:


Objective: Verify SOA/LSMS aborts the association or retries to establish a new association when the NPAC SMS replies with an invalid Security Key.  


Expected Result 2: SOA/LSMS aborts association with no reason provided or SOA/LSMS times-out and retries establishing a new association (whereby NPAC aborts the invalid association and establishes the new association).
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NANC 518 – PTO SV Create FRS Doc-only Change


Origination Date:  02/14/18


Originator:  iconectiv


[bookmark: _Toc72227019]Change Order Number:  NANC 518


Description:  FRS Doc-only Clarifications


Functional Backwards Compatible:  Yes





IMPACT/CHANGE ASSESSMENT








			[bookmark: OLE_LINK1][bookmark: OLE_LINK2][bookmark: OLE_LINK3]DOC


			FRS


			IIS





			


			Y


			N











			CMIP


			GDMO


			ASN.1


			Neustar NPAC


			iconectiv NPAC


			SOA


			LSMS





			


			N


			N


			N


			N


			N


			N











			XML


			XIS


			XSD


			Neustar NPAC


			iconectiv NPAC


			SOA


			LSMS





			


			N


			N


			N


			N


			N


			N














Business Need


Documentation updates.





Description of Change:


Update the FRS requirements concerning creating a PTO SV to remove the PTO indicator from the validation (since the PTO indicator is required in any SV Create request).  Two requirements need updating, one for inter-service provider ports and one for intra-service provider ports.

















[bookmark: OLE_LINK4][bookmark: OLE_LINK5][bookmark: OLE_LINK6]Requirements:


Section 5.1.2.2.1.1  - Subscription Version Creation - Inter-Service Provider Ports





[bookmark: _Toc59881639] [snip]





RR5-179 Create Inter-Service Provider PTO Subscription Version - New Service Provider Data Attributes – Rejected 


NPAC SMS shall reject an Inter-Service Provider Create Request that includes the following data attributes from NPAC personnel or the new Service Provider, when the Porting to Original flag is set to True: (reference NANC 399).


• LRN 


• Class DPC 


• Class SSN 


• LIDB DPC 


• LIDB SSN 


• CNAM DPC 


• CNAM SSN 


• ISVM DPC 


• ISVM SSN 


• WSMSC DPC (if supported by the Service Provider SOA) 


• WSMSC SSN (if supported by the Service Provider SOA) 


• Porting to Original 


• Billing Service Provider ID 


• End-User Location - Value 


• End-User Location - Type 


• SV Type 


• Alternative SPID





[snip]





Section 5.1.2.2.1.2 Subscription Version Creation - Intra-Service Provider Port





[snip]


RR5-180 Create “Intra-Service Provider Port” (PTO) Subscription Version – Current Service Provider Data Attributes – Rejected 





NPAC SMS shall reject an Intra-Service Provider Create Request that includes the following data attributes from NPAC personnel or the Current Service Provider, when the Porting to Original flag is set to True: (reference NANC 399) 





· LRN 


· Class DPC 


· Class SSN 


· LIDB DPC 


· LIDB SSN 


· CNAM DPC 


· CNAM SSN 


· ISVM DPC 


· ISVM SSN 


· WSMSC DPC (if supported by the Service Provider SOA) 


· WSMSC SSN (if supported by the Service Provider SOA) 


· Porting to Original 


· Billing Service Provider ID 


· End-User Location - Value 


· End-User Location – Type 


· SV Type 


· Alternative SPID 





[snip]
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NANC 519 – BDD File Compression


Origination Date:  03/06/18


Originator:  iconectiv


[bookmark: _Toc72227019]Change Order Number:  NANC 519


Description:  BDD File Compression


Functional Backwards Compatible:  Yes





IMPACT/CHANGE ASSESSMENT








			[bookmark: OLE_LINK1][bookmark: OLE_LINK2][bookmark: OLE_LINK3]DOC


			FRS


			IIS





			


			Y


			N











			CMIP


			GDMO


			ASN.1


			Neustar NPAC


			iconectiv NPAC


			SOA


			LSMS





			


			N


			N


			N


			Y


			N


			N











			XML


			XIS


			XSD


			Neustar NPAC


			iconectiv NPAC


			SOA


			LSMS





			


			N


			N


			N


			Y


			N


			N














Business Need


Based on feedback from current users of the Neustar NPAC and on iconectiv’s own experience with BDD files from Neustar, it appears as though full BDD files – though not delta BDD files – may be compressed using gzip. 





Description of Change:


Whenever full BDD files are produced by the NPAC they will be compressed using gzip.





Note:  This does not include Delta files











[bookmark: OLE_LINK4][bookmark: OLE_LINK5][bookmark: OLE_LINK6]Requirements:


There appear to be no requirements in the FRS that indicate BDD files are compressed in any way (no occurrences of “compress” “gz” gzip”).  However, feedback from current Users of the Neustar NPAC and iconectiv’s own experience with BDD files produced by Neustar suggest that full BDD files of any type (Subscription, Network Data, Block), may be compressed using gzip.  Delta BDD files do not appear to be compressed and therefore will not be zipped.


[bookmark: OLE_LINK7][bookmark: OLE_LINK8][bookmark: OLE_LINK9]


Add new requirement (RR) to the following section of 3.11.1 -  Bulk Data Download Functionality - General


[bookmark: OLE_LINK13][bookmark: OLE_LINK14][bookmark: OLE_LINK15]RR3- XX – Bulk Data Download - File Compression


If full BDD files are produced they will be compressed  into “gz” format. This shall be true for all file types.  Delta files will not be compressed.


Add the following wording to Appendix E. Download File Examples below the 3rd paragraph:


If full BDD files are produced they will be compressed into “gz’ format. This shall be true for all file types.  Delta files will not be compressed.
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NANC 520 – SIC SMURF Naming Convention – Doc Only Changes


Origination Date:  03/6/18


Originator:  iconectiv


[bookmark: _Toc72227019]Change Order Number:  NANC 520


Description:  SIC SMURF Naming convention


Functional Backwards Compatible:  Yes





IMPACT/CHANGE ASSESSMENT








			[bookmark: OLE_LINK1][bookmark: OLE_LINK2][bookmark: OLE_LINK3]DOC


			FRS


			IIS





			


			N


			N











			CMIP


			GDMO


			ASN.1


			Neustar NPAC


			iconectiv NPAC


			SOA


			LSMS





			


			N


			N


			N


			N


			N


			N











			XML


			XIS


			XSD


			Neustar NPAC


			iconectiv NPAC


			SOA


			LSMS





			


			N


			N


			N


			N


			N


			N














Business Need


Documentation updates.





Description of Change:


During Group and Round Robin Testing a Service Provider identified a situation where the naming convention for each of the 3 download files (SIC-SMURF NPA-NXX, SIC-SMURF NPA-NXX-X and SIC-SMURF -LRN) produced by a SPID migration, did not have identical timestamps in the file names.














[bookmark: OLE_LINK4][bookmark: OLE_LINK5][bookmark: OLE_LINK6]Requirements:


The requirements do not explicitly indicate how timestamps are set for different files in the same SPID migration.  Below are the pertinent requirements.


FRS Section 3.2.1  SPID Migration Updates and Processing (NANC 323)


[Snip]


With functionality in NANC 323, SIC-SMURFs are generated by NPAC Personnel and distributed (via Secure FTP) to all Service Providers.  





RR3-256  SPID Migration Update – Generation of SIC-SMURF Files


[Snip]


NPAC SMS shall provide a mechanism that generates SIC-SMURF for NPA-NXX, LRN, and/or NPA-NXX-X upon completion of the entry of the selection input criteria in the NPAC SMS Administrative Interface, for a partial SPID Migration Update Request Process in the NPAC SMS.  (previously NANC 323 Req 2)





RR3-260  SPID Migration Update – SIC-SMURF File Names


[Snip]


NPAC SMS shall follow the SIC-SMURF file naming convention as described in Appendix E.  (previously NANC 323 Req 6)





Appendix E. Download File Examples – 


[Snip]


All Time Stamps contained within the download files and SMURF files, and file names are in GMT (Greenwich Mean Time).  Files that contain three timestamps reference the time the files is created, and start and end time range.  When the time range is not specified, the default start timestamp is 00-00-0000000000 and the default end timestamp is 99-99-9999999999. 








Add the following to the above paragraph in Appendix E


[bookmark: OLE_LINK31][bookmark: OLE_LINK32][bookmark: OLE_LINK33]The SIC-SMURF files contain a single timestamp in the filename.  This timestamp for all 3 SIC-SMURF files generated from the same SPID migration (same Migrating FROM and Migrating TO SPIDs) will be identical.
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NANC 521 – Group & RR Testing – Doc Only Changes


Origination Date:  03/6/18


Originator:  iconectiv


[bookmark: _Toc72227019]Change Order Number:  NANC 521


Description:  Group & RR Testing


Functional Backwards Compatible:  Yes





IMPACT/CHANGE ASSESSMENT








			[bookmark: OLE_LINK1][bookmark: OLE_LINK2][bookmark: OLE_LINK3]DOC


			FRS


			IIS





			


			N


			N











			CMIP


			GDMO


			ASN.1


			Neustar NPAC


			iconectiv NPAC


			SOA


			LSMS





			


			N


			N


			N


			N


			N


			N











			XML


			XIS


			XSD


			Neustar NPAC


			iconectiv NPAC


			SOA


			LSMS





			


			N


			N


			N


			N


			N


			N














Business Need


Documentation updates.





Description of Change:


Update the NPAC SMS/Group Service Provider Certification and Regression Test Plan aka


(The Group & Round Robin Test Plan) with the new Test Cases from the Inter Carrier Testing Summary based on the Inter Carrier Testing Sub-Committee discussions during transition testing.





[bookmark: OLE_LINK4][bookmark: OLE_LINK5][bookmark: OLE_LINK6]Requirements:


Make the following changes to the Group_SP_Regression_Test_Plan_thru 3.4_34b_final document.








· Section 1 – Include a short paragraph describing Partner to Partner testing, Round Robin Testing and additional Group Test cases.


· Section 2- no change


· Section 3 – Insert Inter Carrier Testing Summary Table of Contents/Summary in place of existing matrix








· Section 4 – Insert Inter Carrier Testing Summary Test Case details in place of existing Test Case descriptions


· Sections 5 thru 9 – Remove  Incorporate any additional Group Test Cases in Section 4.
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InterCarrier Testing  Summary 3-6-18.docx






InterCarrier Testing Summary 3-6-18.docx


The scope of the following test cases addresses LNP 'Port Provisioning' only aka interactions between NPAC and LNP Local Systems (SOAs & LSMSs). 'Pre Port', aka LSOG LSR/FOC or WICIS ICP Port Request and Port Response, behavior is not in scope. Service providers with integrated and/or automated LNP solutions may have to take steps to 'control/limit' actions in order to properly execute these test cases.    



P = Partner



G = Group/Round Robin 







				[bookmark: TCSummary]
Testing Summary







				TC #



				Test Case Name



				Link







				G1



				Round Robin Testing: New SP Create (Non PTO), Old SP Create, Activate, Audit (Repeat N-1 times), New SP Create (PTO), Old SP Create



				G1







				G2



				SPID Migration: NPAC OP GUI – NPAC Personnel submit a request for a SPID migration, where NPA-NXX, LRN, Subscription Version, NPA-NXX-X and Block Information exist for the migrating away from SPID.  Verification steps are performed to ensure the Service Provider system is now in synch with the NPAC SMS. – Success



				G2







				P1a



				Port single TN: New & Old SP Create, New / Old Modify Pending, Activate, Audit, Modify Active



				P1a







				P1b



				PTO of 1a: New & Old SP Create, New / Old SP Modify Pending, Activate, Audit, 



				P1b







				P2a



				Port TN range, similar to 1a but reverse SP roles, and do Mass Update instead of Modify Active



				P2a







				P2b



				PTO of 2a, similar to 1b but reverse SP roles



				P2b







				P3a



				Intra SP Port - single TN: New SP Create, Modify Pending, Activate, Modify Active, Audit (can be a non-ported number, previously intra-ported number, or a ported-in number)



				P3a







				P3b



				Inter Port (of TN in 3a) - New SP Create (not PTO), Old SP Create, Activate, Disconnect, Audit 



				P3b







				P4



				Intra SP Port - TN range: New SP Create, Modify Pending, Activate, Mass Update, Disconnect, Audit (can be a non-ported number, previously intra-ported number, or a ported-in number)



				P4







				P5



				Intra SP Port - single TN: New SP Create, Modify Pending, Activate, Modify Active,  Audit, Disconnect (can be a non-ported number, previously intra-ported number, or a ported-in number)



				P5







				P6a



				Intra SP Port - TN range: New SP Create, Modify Pending, Activate, Modify Active/Mass Update, Audit (can be a non-ported number, previously intra-ported number, or a ported-in number)



				P6a







				P6b



				Inter Port (of TN Range in 6a) - New SP Create (not PTO, port back to different switch), Old SP create, Activate, Disconnect, Audit



				P6b







				P7



				Inter Port of TN (T1 expires): New SP Create, T1 expiration notification, Old SP create, activate, audit, disconnect



				P7







				P8



				Inter Port of TN (T1 & T2 expire): New SP Create, T1 expiration notification, T2 expiration notification, activate, audit, disconnect



				P8







				P9a



				Port  TN w/ conflict: New SP Create, Old SP Create w/conflict, New SP Modify, Old SP Remove from Conflict, Activate, Audit



				P9a







				P9b



				Port TN back (not PTO) w/ conflict:  New SP Create, Old SP Create (conflict), Old SP Modify (authorize), , Activate, Audit



				P9b







				P10



				Cancel Pending Port: New SP Create, Cancel



				P10







				P11a



				Cancel Pending Port: Old SP Create, Cancel



				P11a







				P11b



				New SP Create, T1/T2 expiration notification, Activate, Audit



				P11b







				P12



				Cancel Pending Port: New SP Create, Old SP Create, New SP Cancel, Old SP Cancel Ack.



				P12







				P13



				Cancel Ack Notification:  New SP Create, Old SP Create, New SP Cancel, Cancel T1 expires, Old SP Cancel Ack



				P13







				P14



				Cancel Pending Port: New SP Create, Old SP Create, Old SP Cancel, New SP Cancel Ack.



				P14







				P15



				No New SP Cancel Concurrence: New SP Create, Old SP Create, Old SP Cancel, Cancel T1 expires, Cancel T2 expires (conflict)



				P15







				P16



				No Old SP Cancel Concurrence: New SP Create, Old SP Create, New SP Cancel, Cancel T1 expires, Cancel T2 expires (canceled)



				P16







				P17



				Delete NPA-NXX via SOA and via LSMS



				P17







				P18



				Delete LRN via SOA and via LSMS



				P18







				P19a



				Port Activation w/ Medium Timers:  New SP Create with 'Yes' for Medium Timers, Old SP Create with 'Yes' for Medium Timers, Activate



				P19a







				P19b



				Port Activation w/ Medium Timers:  New SP Create with 'No' for Medium Timers, Old SP Create with 'No' for Medium Timers, Activate



				P19b







				P19c



				Port Activation w/ Medium Timers:  New SP Create with 'Yes' for Medium Timers, Old SP Create with 'No' for Medium Timers, Activate



				P19c







				P19d



				Port Activation w/Medium Timers:  New SP Create with 'No' for Medium Timers, Old SP Create with 'Yes' for Medium Timers, Activate



				P19d







				P20



				Undo Cancel Pending & Modify:  New SP Create one day in advance, Old SP Create one day in advance, New SP Cancel, New SP Undo Cancel & Modify, New SP Modify DDT



				P20







				P21



				Modify Active on LRN:  New SP Create With Incorrect LRN, Old SP Create, Activate, New SP Modify Active to Correct LRN



				P21







				P22



				Port TN w/ Auto Activate Timers:  New SP Create with DDT in Attempt Auto-Activate Time field, Old SP Create, Activate on auto activate DDT



				P22







				P23a



				Future Disconnect Port:  New SP Create, Old SP Create, Activate, Set disconnect date 1 hour ahead, Disconnect



				P23a







				P23b



				Future Disconnect Port:  New SP Create, Old SP Create, Activate, Set disconnect date 1 day ahead, Disconnect



				P23b







				P24



				Port TN Before T1 Expires:  New SP Create, T1 hasn't expired, Activate, Receive Error



				P24







				P25



				Port TN Before DDT:  New SP Create 1 day in advance, Old SP Create 1 day in advance, Activate, Receive Error



				P25
























				TEST CASE #



				



TEST DESCRIPTION



				



TEST STEPS



				



EXPECTED RESULTS



				



ACTUAL RESULTS







				[bookmark: TC1a][bookmark: G1a][bookmark: G1][bookmark: OLE_LINK12][bookmark: OLE_LINK13][bookmark: OLE_LINK14]G1



				Port from SPID A to B, then port from SPID B to C, …,  then port from SPID (N-1) to N, then port (PTO) from SPID N to SPID A



				1. New SP submits New SP Create for the TN with X Due Date (and NOT PTO).







2. Old SP submits Old SP Create (aka Release) to concur with the port (Authorization = True)












3. New SP submits Activate for the ported TN on Due Date









4. New SP submits an Audit for the ported TN.




































Repeat steps above for porting the same TN from SPID B to SPID C, SPID C to D, etc., and from SPID N-1 to N, where N is the number of SPs in the group.




Lastly perform PTO port of TN from SPID N back to SPID A:







1. Old SP submits Old SP Create (Release) for the TN from TC 4.1a, with X Due Date and Auth = Yes.




2. New SP submits News SP Create with PTO indicator set to True to concur with the port











3. New SP submits Activate for the ported TN on Due Date






















4. New SP submits an Audit for the ported TN.




				1. NPAC creates an SV and sends object create notification to New and Old SP SOAs.  NPAC sends 1st Port notification to SOAs/LSMSs.  SPs verify they received notifications in their SOA and LSMS, if LSMS is available to testers. 




2. NPAC updates the SV and sends SV Attribute Value Change (AVC) notification to Old/New SP SOAs with Old SP Due Date and Auth. SPs verify they received the notification in their SOA







3. NPAC broadcasts SV create to LSMSs and then sends Status AVC notification to Old/New SP SOAs (Active, Partially Failed or Failed). SPs verify they received the notification in their SOA.  If LSMSs are connected and available to testers, verify LSMS received the SV create broadcast.




4. NPAC creates and performs the audit and sends notifications to SOA (audit create, discrepancy notification, audit results, audit delete).  If discrepancy was discovered, NPAC broadcasts a correction to the discrepant LSMS.  New SP verifies they received the notifications in their SOA.  If discrepant LSMS is available to testers, verify LSMS received broadcast to fix discrepancy (SV create most likely).




The same expected results as above should be exhibited.































1. NPAC creates an SV and sends object create notification to New and Old SP SOAs.  SPs verify they received notification in their SOA.  







2. NPAC updates the SV and sends SV AVC notification with New SP Due Date to Old/New SP SOAs.  SPs verify they received notification in their SOA.




3. NPAC broadcasts a Delete of the currently active SV (SV 1, the active SV in TC 4.1a above) to LSMSs.  NPAC sends status AVC notification for SV 1 to the Old SP (SP 2) SOA only (Old or Active). NPAC also updates the PTO SV (SV 2) and sends status AVC notification for SV2 to the Old/New SP SOAs (Old, Partially Failed, Failed).  New SP verifies it received notification for SV2 in its SOA.  Old SP verified it received notification for SV1 and SV2 in its SOA.  If LSMSs are connected and available to testers, verify LSMS received the SV delete broadcast on SV1.




4. NPAC creates and performs the audit and sends notifications to SOA (audit create, discrepancy notification, audit results, audit delete).  If discrepancy was discovered, NPAC broadcasts a correction to the discrepant LSMS.  New SP verifies they received the notifications in their SOA.  If discrepant LSMS is available to testers, verify LSMS received broadcast to fix discrepancy (SV delete on SV1 most likely).



				







				[bookmark: G2]G2



				SPID Migration: NPAC OP GUI – NPAC Personnel submit a request for a SPID migration, where NPA-NXX, LRN, Subscription Version, NPA-NXX-X and Block Information exist for the migrating away from SPID.  







Pre-req: while all SOAs/LSMSs connected, do following for Migrating From SPID:



a. Create 1 NPA-NXX



b. Create 1 LRN



c. Create 1 NPA-NXX-X and activate its block using LRN from (b).



d. Create/activate range of 10 ported TNs using LRN from (b)



e. Create deferred disconnect for 2 of SVs from (d)



f. Immediately disconnect 1 SV from (d)



g. Create/activate range of 10 pseudo-LRN SVs for NPA-NXX from (a)







				1. NPAC Personnel generate Selection Input Criteria SPID Mass Update (SIC-SMURF) Files based on SPID Migration prerequisite data.




2. Service Provider Personnel receive the SIC-SMURF files, take their systems ‘off-line’ from the NPAC SMS, and load the files into their LSMS system












































3. At the same time as row 2 above, NPAC Personnel update the NPAC SMS database using the SIC-SMURF files
































4. After both the NPAC and Service Provider Personnel have successfully loaded the SIC-SMURF files into their respective databases, Service Provider Personnel re-associate their local systems with the NPAC SMS




5. Service Provider Personnel perform subscription version and number pool block queries for the migrated data.



				1. The SIC-SMURF files are generated and made available on the Service Provider FTP sites.












2. [bookmark: OLE_LINK10][bookmark: OLE_LINK11][bookmark: OLE_LINK15][bookmark: OLE_LINK7][bookmark: OLE_LINK8][bookmark: OLE_LINK9]Using the SOA/LSMS system, verify as applicable:NPA-NXX (a) was updated to reflect the ‘Migrating To’ SPID; LRN (b) was updated to reflect the ‘Migrating To’ SPID; NPA-NXX-X (c) was updated to reflect the ‘Migrating To’ SPID; NPB (c) was updated to reflect the ‘Migrating To’ SPID; SVs from (d) that are active and (e) were updated to reflect the ‘Migrating To’ SPID. SV from (f) exists on the NPAC SMS with a status of ‘Old’ so is not migrated - verify on the local system as capable. SV (g) was updated to reflect the ‘Migrating To’ SPID – if the Service Provider supports PLRN records.





3. Verify the following on the NPAC SMS: NPA-NXX (a) was updated to reflect the ‘Migrating To’ SPID; LRN (b) was updated to reflect the ‘Migrating To’ SPID; NPA-NXX-X (c) was updated to reflect the ‘Migrating To’ SPID; NPB (c) was updated to reflect the ‘Migrating To’ SPID; SVs from (d) that are active and (e) were updated to reflect the ‘Migrating To’ SPID. SV from (f) exists on the NPAC SMS with a status of ‘Old’ so is not migrated. SVs from (g) were updated to reflect the ‘Migrating To’ SPID – if the Service Provider supports PLRN records







4. The Service Provider local systems are associated with the NPAC SMS

























5. Verify that the records reflect the appropriate Old and New Service Providers based on the SPID Migration data















				







				[bookmark: P1a]P1a



				Port single TN from SP1 to SP2 (no existing SV, block or code held by Old SP, 1st port in NPA-NXX).  After ported TN is activated, Audit the TN, then Modify the Active SV for the ported TN.



				1. New SP submits New SP Create for the TN with X Due Date.








2. Old SP submits Old SP Create (aka Release) to concur with the port (Authorization = True)






3. New SP submits Modify for the pending port to modify the LRN 









4. Old SP submits Modify for the pending port to modify the Old SP Due Date to current date.





5. New SP submits Modify for the pending port to modify the New SP Due Date to current date.





6. New SP submits Activate for the ported TN on Due Date









7. New SP submits an Audit for the ported TN.












8. New SP submits Modify for the active ported TN to modify the LRN for the active ported TN.



				1. NPAC creates an SV and sends object create notification to New and Old SP SOAs.  NPAC sends 1st Port notification to SOAs/LSMSs.  SPs verify they received notifications in their SOA and LSMS, if LSMS is available to testers. 




2. NPAC updates the SV and sends SV Attribute Value Change (AVC) notification to Old/New SP SOAs with Old SP Due Date and Auth. SPs verify they received the notification in their SOA.




3. NPAC updates the SV (and sends success response to originating SOA).  No notifications are sent.  New SP verifies the update was successful in their SOA.
 



4. NPAC updates the SV sends SV AVC notification for Old SP Due Date change to Old/New SP SOAs.  SPs verify they received the notification in their SOA.




5. NPAC updates the SV sends SV AVC notification for New SP Due Date change to Old/New SP SOAs.  SPs verify they received the notification in their SOA.




6. NPAC broadcasts SV create to LSMSs and then sends Status AVC notification to Old/New SP SOAs (Active, Partially Failed or Failed). SPs verify they received the notification in their SOA.  If LSMSs are connected and available to testers, verify LSMS received the SV create broadcast.




7. NPAC creates and performs the audit and sends notifications to SOA (audit create, discrepancy notification, audit results, audit delete).  If discrepancy was discovered, NPAC broadcasts a correction to the discrepant LSMS.  New SP verifies they received the notifications in their SOA.  If discrepant LSMS is available to testers, verify LSMS received broadcast to fix discrepancy (SV create most likely).




8. NPAC updates the SV and broadcasts SV Modify to LSMSs and then sends Status AVC notification to Old/New SP SOAs (Active).  SPs verify they received the notification in their SOA.  If LSMSs are connected, verify LSMS received the SV modify broadcast.



				 







				[bookmark: TC1b][bookmark: P1b]P1b



				Port to original SP single TN from SP 2 to SP 1 (PTO of TN ported in TC 4.1a; TN must be in active status with empty Failed SP List).  Audit the TN after it is activated.  Old SP initiates the Port.



				1. Old SP submits Old SP Create (Release) for the TN from TC 4.1a, with X Due Date and Auth = Yes.




2. New SP submits News SP Create with PTO indicator set to True to concur with the port








3. Old SP submits Modify for the pending port to modify the Old SP Due Date to current date.









4. New SP submits Modify for the pending port to modify the New SP Due Date to current date.








5. New SP submits Activate for the ported TN on Due Date






















6. New SP submits an Audit for the ported TN.




				1. NPAC creates an SV and sends object create notification to New and Old SP SOAs.  SPs verify they received notification in their SOA.  








2. NPAC updates the SV and sends SV AVC notification with New SP Due Date to Old/New SP SOAs.  SPs verify they received notification in their SOA.




3. NPAC updates the SV and sends SV AVC notification with Old SP Due Date to Old/New SP SOAs.  SPs verify they received notification in their SOA.




4. NPAC updates the SV and sends SV AVC notification with New SP Due Date to Old/New SP SOAs.  SPs verify they received notification in their SOA.




5. NPAC broadcasts a Delete of the currently active SV (SV 1, the active SV in TC 4.1a above) to LSMSs.  NPAC sends status AVC notification for SV 1 to the Old SP (SP 2) SOA only (Old or Active). NPAC also updates the PTO SV (SV 2) and sends status AVC notification for SV2 to the Old/New SP SOAs (Old, Partially Failed, Failed).  New SP verifies it received notification for SV2 in its SOA.  Old SP verified it received notification for SV1 and SV2 in its SOA.  If LSMSs are connected and available to testers, verify LSMS received the SV delete broadcast on SV1.




6. NPAC creates and performs the audit and sends notifications to SOA (audit create, discrepancy notification, audit results, audit delete).  If discrepancy was discovered, NPAC broadcasts a correction to the discrepant LSMS.  New SP verifies they received the notifications in their SOA.  If discrepant LSMS is available to testers, verify LSMS received broadcast to fix discrepancy (SV delete on SV1 most likely).




				 







				[bookmark: TC2a][bookmark: P2a]P2a



				Port TN Range from SP2 to SP1 where SP2 (the Old SP) was the New SP in TC 1a (no existing SVs, block or code held by Old SP, 1st port in NPA-NXX).  After ported TN is activated, do Mass Update, then Audit the ported TN.



				1. New SP submits New SP Create for the TN Range with X Due Date.







2. Old SP submits Old SP Create (aka Release) to concur with the port for the TN Range (Authorization = True).





3. New SP submits Modify for the pending TN Range port to modify the LRN. 






4. Old SP submits Modify for the pending TN Range port to modify the Old SP Due Date to current date.





5. New SP submits Modify for the pending TN Range port to modify the New SP Due Date to current date.





6. New SP submits Activate for the ported TN Range on Due Date










7. New SP contacts NPAC test engineer to perform a mass update on the LRN value of the TN range.










8. New SP submits an Audit for the ported TN Range.








				1. NPAC creates an SV for each TN in the range and sends object create notification to New and Old SP SOAs.  NPAC sends 1st Port notification to SOAs/LSMSs.  SPs verify they received notifications in their SOA and LSMS, if LSMS is available to testers. 




2. NPAC updates each SV in the Range and sends SV Attribute Value Change (AVC) notification to Old/New SP SOAs with Old SP Due Date and Auth. SPs verify they received the notification in their SOA.




3. NPAC updates each SV in the Range (and sends success response to originating SOA).  No notifications are sent.  New SP verifies the update was successful in their SOA.
 



4. NPAC updates each SV in the Range and sends SV AVC notification for Old SP Due Date change to Old/New SP SOAs.  SPs verify they received the notification in their SOA.




5. NPAC updates each SV in the Range and sends SV AVC notification for New SP Due Date change to Old/New SP SOAs.  SPs verify they received the notification in their SOA.




6. NPAC broadcasts SV create for TN Range to LSMSs and then sends Status AVC notification to Old/New SP SOAs (Active, Partially Failed or Failed). SPs verify they received the notification in their SOA.  If LSMSs are connected and available to testers, verify LSMS received the SV create broadcast.




7. NPAC updates the SV for the TN Range and broadcasts SV Modify to LSMSs and then sends Status AVC notification to Old/New SP SOAs (Active).  SPs verify they received the notification in their SOA.  If LSMSs are connected, verify LSMS received the SV modify broadcast. 







8. NPAC creates and performs the audit and sends notifications to SOA (audit create, discrepancy notification, audit results, audit delete).  If discrepancy was discovered, NPAC broadcasts a correction to the discrepant LSMS.  New SP verifies they received the notifications in their SOA.  If discrepant LSMS is available to testers, verify LSMS received broadcast to fix discrepancy (SV create most likely).



				







				[bookmark: TC2b][bookmark: P2b]P2b



				Port to original SP TN Range from SP 1 to SP 2 (PTO of TN Range ported in TC 2a; TN range must be in active status with empty Failed SP List).  Audit the TN after it is activated.  Old SP initiates the Port.



				1. Old SP submits Old SP Create (Release) for the TN Range from TC 2a, with X Due Date and Auth = Yes.




2. New SP submits News SP Create with PTO indicator set to True to concur with the port for the TN Range





3. Old SP submits Modify for the pending TN Range port to modify the Old SP Due Date to current date.








4. New SP submits Modify for the pending TN Range port to modify the New SP Due Date to current date.








5. New SP submits Activate for the ported TN Range on Due Date



























































6. New SP submits an Audit for the ported TN Range.




				1. NPAC creates an SV for each TN in the Range and sends object create notification to New and Old SP SOAs.  SPs verify they received notification in their SOA.  




2. NPAC updates the SV for each TN in the Range and sends SV AVC notification with New SP Due Date to Old/New SP SOAs.  SPs verify they received notification in their SOA.




3. NPAC updates the SV for each TN in the Range and sends SV AVC notification with Old SP Due Date to Old/New SP SOAs.  SPs verify they received notification in their SOA.




4. NPAC updates the SV for each TN in the Range and sends SV AVC notification with New SP Due Date to Old/New SP SOAs.  SPs verify they received notification in their SOA.




5. NPAC broadcasts a Delete of the currently active SV TN Range (SVs 1, the active SVs for the Range in 2a above) to LSMSs.  NPAC sends status AVC notification for SVs 1 to the Old SP (SP1) SOA only (Old or Active). NPAC also updates each PTO SV in the Range (SVs 2) and sends status AVC notification for SVs 2 to the Old/New SP SOAs (Old, Partially Failed, Failed).  New SP verifies it received notification for SVs 2 in its SOA.  Old SP verifies it received notification for SV1 Range and SV2 Range in its SOA.  If LSMSs are connected and available to testers, verify LSMS received the SV delete broadcast on SV1 TN Range.







6. NPAC creates and performs the audit and sends notifications to SOA (audit create, discrepancy notification, audit results, audit delete).  If discrepancy was discovered, NPAC broadcasts a correction to the discrepant LSMS.  New SP verifies they received the notifications in their SOA.  If discrepant LSMS is available to testers, verify LSMS received broadcast to fix discrepancy (SV delete on SV1 most likely).




				







				[bookmark: TC3a][bookmark: P3a]P3a	



				Create an IntraService port for a single TN, modify the pending Due Date, activate the TN, and then Audit.







Multiple subtest cases possible.



Start with native block/code







Start with previously Interported TN







Start with previously Intraported TN







Negative Test Alternative for LSMS that is disconnected during process but connected prior to audit







				See preconditions (re: Start with… & LSMS







1. New SP submits New SP Create for the TN with Initial Due Date











2. New SP submits Modify for the pending port to modify the New SP Due Date to current date.




3. New SP submits Activate for the ported TN on Due Date



















4. New SP submits Modify of the active port to modify the LRN (any required attribute) Note: optional attributes may result in alternative test case




5. If Old SP LSMS down during this TC and can be brought up, Reconnect partner SP LSMS











6. New SP submits an Audit for the ported TN.







				











1. New SP verifies that NPAC notifications for Create SV are received by their SOA and successful







2. SP verifies the SV with the modified Due Date based on the SV Attribute Value Change (AVC) notification sent from NPAC.







3. SP verifies SV create received by LSMS(s).  SP verifies SV Active received by SOA/LSMS. SP verifies receipt of SV Active in success, partial fail, or failed state. SV verifies SV Status AVC notification to New SP SOAs.







4. SP verifies the SV Modify to LSMSs.  SP verifies SV Active (success/pf/fail). SP verifies SV Status AVC notification to New SP SOA.











5. SP verifies recovery of missed connections to LSMS















6. If LSMS connected and available to testers, check to see if NPAC Activation Broadcast is received and successful after audit. (if LSMS recovered the broadcast in Step 5, then there should be no discrepancies for the LSMS in the audit).



				







				[bookmark: TC3b][bookmark: P3b]P3b



				Inter Port (of TN in 3a) – New SP Create (not PTO), Old SP Create, Activate, Disconnect, Audit



				1. New SP performs New SP Create Subscription Version (SV) with X Due Date











2. Old SP performs Old SP Create (Concur) SV with X Due Date



























3. New SP performs Activate SV on Due Date































4. New SP disconnects TN 











































5. New SP or Old SP performs an audit



				1. NPAC creates an SV and sends object create notification to New and Old SP SOAs.  SPs verify they received notification in their SOA and create is successful.  







2. NPAC updates the SV with the Old SP data and logs/sends SV Attribute Value Change (AVC) notification to Old/New SOAs. SPs verify that NPAC notifications for Old SP Create (Concur) SV are received by their respective SOAs and successful











3. NPAC updates SV to Active (all LSMSs successfully process the broadcast, Partially Failed (at least one LSMS did not process the broadcast), or Failed (all LSMSs did not process the broadcast). SPs verify that Activate SV notifications are received by their respective SOAs and successful











4. NPAC sets the status for the SV to sending and broadcasts SV Delete to LSMSs.  NPAC sends snapback notification to donor (code or block holder). NPAC updates SV to Old.  NPAC logs/sends SV Status AVC notification to New SP SOA. SP verifies that TN is disconnected. If LSMS connected and available to testers, check to see if NPAC Deletion Broadcast is received and successful







5. NPAC processes the audit and sends Audit object create notification to initiating SOA. NPAC queries LSMSs for the ported TN and performs the audit, logging/notifying the initiator SOA of any discrepancies found as well as the final results of the audit. 



				 







				[bookmark: P4]P4



				Create Intra-Service port for a range of TNs, modify the pending Due Date, activate, send Mass Update, Disconnect, and then Audit.



				1. New SP submits New SP Create for TN range with a future Due Date.







1. New SP submits Modify Pending to set New Due Date to current date.















1. New SP submits Activate for TN range on current Due Date.















1. New SP contacts NPAC support to perform a mass update on the ISVM DPC value of the TN range.











1. New SP submits disconnect SV for the TN range 























1. New SP submits Audit request.



				1. NPAC creates SV and sends notification.   New SP verifies notification is received, and SV created.







1. NPAC updates the SV for TN range and sends the SV Attribute Value Change notification to Old and New SP SOAs.  New SP verifies they received the notification in their SOA.







1. New SP verifies that Activate SV notifications are received by their SOA/LSMS.  SP verifies SV Status on AVC notification is successful.







1. NPAC updates the SV sends SV AVC notification for New SP ISVM DPC change to /New SP SOAs.  SPs verify they received the notification in their SOA.







1. If TN range is originally from a native block or code NPAC sends snapback notification. SP verifies SV is marked as ‘OLD’ in SOA. NPAC logs/sends SV Status AVC notification to New SP SOA,  SP verifies that TN range is disconnected







1. NPAC processes the audit and sends notifications to initiating SOA.  SP verifies any discrepancies found and logged, as well as the final audit results being successful



				







				[bookmark: TC5][bookmark: P5]P5



				Create an IntraService port for a single TN, modify the pending Due Date, activate the TN, Audit, then DISCONNECT







Multiple subtest cases possible.



Start with native block/code







Start with previously Interported TN







Start with previously Intraported TN







Negative Test Alternative for LSMS that is disconnected during process but connected prior to audit







				See preconditions (re: Start with… & LSMS







1. New SP submits New SP Create for the TN with Initial Due Date








2. New SP submits Modify for the pending port to modify the New SP Due Date to current date.








3. New SP submits Activate for the ported TN on Due Date























4. New SP submits Modify of the active port to modify the LRN (any required attribute) Note: optional attributes may result in alternative test case




5. If Old SP LSMS down during this TC and can be brought up, reconnect Old SP LSMS












6. New SP submits an Audit for the ported TN.























7. New SP submits Disconnect SV for the TN







				











1. New SP verifies that NPAC notifications for Create SV are received by their SOA and successful







2. SP verifies the SV with the modified Due Date based on the SV Attribute Value Change (AVC) notification sent from NPAC.











3. SP verifies SV create received by LSMS(s).  SP verifies SV Active received by SOA/LSMS. SP verifies receipt of SV Active in success, partial fail, or failed state. SV verifies SV Status AVC notification to New SP SOAs.







4. SP verifies the SV Modify to LSMSs.  SP verifies SV Active (success/pf/fail). SP verifies SV Status AVC notification to New SP SOA.











5. SP verifies recovery of missed connections to LSMS



















6. NPAC processes the audit and sends Audit object create notification to initiating SOA. NPAC queries LSMSs for the ported TN and performs the audit, logging/notifying the initiator SOA of any discrepancies found as well as the final results of the audit  







7. If TN is originally native block or code (incl. intraport), SP verifies SV is removed from LSMS and marked as ‘OLD’ in SOA. (SP also receives Snapback notification)  If precondition is interport, SP verifies SV is ‘snapback’ to origin SP i.e. removed from LSMS, New SP marks SV as ‘Old’, and Old SP receives Snapback notification. 







				







				[bookmark: TC6a][bookmark: P6a]P6a



				Create Intra-Service port for a range of TNs with future dated port, modify the pending Due Date, activate the TNs, send a Mass Update, and then Audit.



				6. New SP submits New SP Create for TN range with future Due Date.















7. New SP performs Modify Pending on TN range to set the Due Date to current date.











8. New SP submits Activate for the range of TNs on current Due Date.



















9. New SP contacts NPAC test engineer to perform a mass update on the ISVM DPC value of the TN range.











10. New SP submits Audit for TN range.



				6. NPAC creates SV for each TN in Range and sends SV notification to New SP.  SP verifies notification is received and SV is created.







7. NPAC updates the SV for each TN in Range and sends the SV AVC notification for  New SP Due Date change to Old/New SP SOAs.  New SP verifies they received the notification in their SOA. 



8. New SP verifiesy that Activate SV notifications are received by their SOA and  is successful .  If LSMS connected and available to testers, check to see if NPAC Activation Broadcast for TN Range is received and successful.







9. NPAC updates the SV sends SV AVC notification for New SP ISVM DPC change to /New SP SOAs.  SPs verify they received the notification in their SOA (and LSMSs if connected). 







10. NPAC creates and performs the audit and sends notifications to SOA.  SP verifies if there are any discrepancies and that the broadcast was received and successful.



				







				[bookmark: TC6b][bookmark: P6b]P6b



				Create Inter-Service port for a range of TNs (same range used in TC 6a) from SP1to SP2, Activate the range of TNs, send Disconnect once activate, then Audit.



				1. As the New SP, SP2 submits New SP Create for TN range from TC 6a.











2. As the Old SP, SP1 submits Old SP Create to concur with pending port.















3. New SP submits Activate for TN range on Due Date











4. New SP submits immediate Disconnect for the TN range.























5. New SP submits Audit for TN range





				1. NPAC creates SV for each TN in range and sends SV notification to New SP.  SP verifies notification is received and SV is created.







2. NPAC updates the SV and sends SV AVC (Attribute Value Change) notification to New/Old SP SOAs with Old SP Due Date.  SPs verify they received the notification in their SOA.







3. SPs verify that Activate SV notifications are received by their respective SOAs and are successful.







4. New SP verifies that Disconnect SV notification is received by their SOA and is successful. If Old SP is also donor, they will receive Snapback notification 









5. NPAC creates and performs the audit and sends notifications to SOA.  SP verifies if there are any discrepancies and that the broadcast was received and successful.




				







				[bookmark: TC7][bookmark: P7] P7



				Inter Port of TN (T1 expires): New SP Create, T1 expiration notification, Old SP create, activate, audit, disconnect







				1. New SP performs Create Subscription Version (SV) with X Date











2. T1 Timer Expires and notification generated















3. Old SP performs Create (Concur) SV




















4. New SP performs Activate SV on Due Date



























5. New SP performs an audit



























6. New SP disconnects TN 



				1. NPAC creates an SV and sends object create notification to New and Old SP SOAs.  SPs verify they received notification in their SOA and create is successful.  







2. Once the T1 Timer expires, the NPAC automatically sends a notification to the Old SP. The Old SP verifies that T1 timer expiration notifications are received by their SOA.



3. NPAC updates the SV with the Old SP data and logs/sends SV Attribute Value Change (AVC) notification to Old/New SOAs. SPs verify that NPAC notifications for Old SP Create (Concur) SV are received by their respective SOAs and successful







4. NPAC updates SV to Active. NPAC logs/sends SV Status AVC notification to Old and New SP SOAs. SPs verify that Activate SV notifications are received by their respective SOAs and successful. If LSMS connected and available to testers, check to see if NPAC Activation Broadcast is received and successful



5. NPAC processes the audit and sends Audit object create notification to initiating SOA. NPAC queries LSMSs for the ported TN and performs the audit, logging/notifying the initiator SOA of any discrepancies found as well as the final results of the audit. 







6. [bookmark: OLE_LINK16][bookmark: OLE_LINK17][bookmark: OLE_LINK18]NPAC sets the status for the SV to sending and broadcasts SV Delete to LSMSs.  Donor receives (code or block holder) receives snapback notification. NPAC updates SV to Old.  NPAC logs/sends SV Status AVC notification to New SP SOA. SP verifies that TN is disconnected.  



				







				[bookmark: P8]P8



				Port TN from SP 2 to SP 1: New SP Create, T1/T2 expiration notification, Activate, Audit, Disconnect



				1. New SP submits New SP Create for the TN with X Due Date.




2. T1 Timer expires









3. T2 Timer expires 









4. New SP submits Activate for the ported TN on Due Date












5. New SP submits an Audit for the ported TN.


































6. New SP submits immediate disconnect for the ported TN.












				1. NPAC creates an SV and sends object create notification to New and Old SP SOAs.




2. NPAC sends T1 timer expiration notification to Old SP SOA.  Old SP verifies they received notifications in their SOA.




3. NPAC sends T2 timer expiration notification to New and Old SP SOAs. Both SPs verify they received notifications in their SOA.
 



4. NPAC broadcasts SV create to LSMSs and then sends Status AVC notification to Old/New SP SOAs (Active, Partially Failed or Failed). SPs verify they received the notification in their SOA.  If LSMSs are connected and available to testers, verify LSMS received the SV create broadcast.




5. NPAC creates and performs the audit and sends notifications to SOA (audit create, discrepancy notification if discrepancy discovered, audit results, audit delete).  If discrepancy was discovered, NPAC broadcasts a correction to the discrepant LSMS.  New SP verifies they received the notifications in their SOA.  If discrepant LSMS is available to testers, verify LSMS received broadcast to fix discrepancy (SV create most likely).







6. NPAC sets the status for the SV to sending and broadcasts SV Delete to LSMSs.  NPAC sends snapback notification to donor (code or block holder). NPAC updates SV to Old.  NPAC logs/sends SV Status AVC notification to New SP SOA. SP verifies that TN is disconnected. If LSMS connected and available to testers, check to see if NPAC Deletion Broadcast is received and successful.
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				[bookmark: TC9a][bookmark: P9a]
P9a



				Port  TN w/ conflict: New SP Create, Old SP Create w/conflict, New SP Modify, Old SP Remove from Conflict, Activate, Audit







				1. New SP submits New SP Create for the TN with Due Date 3 days out.















1. Old SP submits Old SP Create (aka Release) to concur with the port (Authorization = Conflict Cause Code 52)















1. New SP submits Modify to set Due Date to current Date.








1. Old SP submits Remove From Conflict for the pending port to remove the conflict

















1. New SP submits Activate for the ported TN on Due Date























1. New SP submits an Audit for the ported TN.























				1. NPAC creates SV and object create notification is sent the Old SP and New SP. Old/New SP verify successful NPAC NNSP create SV notifications are received in their SOA.







1. NPAC updates SV with Old SP data and sends SV AVC notification and SV Status AVC (Conflict) to Old SP and New SPs SOA. Old SP and New SP verify NPAC notifications for ONSP Create SV are received in their respective SOAs.







1. NPAC updates SV with New SP due date change and sends SV AVC notification with due date change to Old and New SPs’ SOA. Old and New SP verify NPAC AVC notification is received in their respective SOAs







1. NPAC updates SV to Pending and sends SV AVC notification and SV Status AVC notification (Pending) to Old/New SP SOAs.  Old and New SP verify AVC and Status AVC SV notifications are successfully received at their perspective SOAs.




1. NPAC broadcasts SV create to LSMSs and then sends Status AVC notification to Old/New SP SOAs (Active, Partially Failed or Failed). SPs verify they received the notification in their SOA.  . If LSMS is available to testers, verify if NPAC Activation Broadcast is received and successfully processed.







1. NPAC processes audit and sends notification to initiating SOA. NPAC queries LSMSs for ported TN and performs the audit and notifies initiating SOA of any discrepancies and audit results











				 











[bookmark: TC9b]



				[bookmark: P9b]TEST CASE #
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EXPECTED RESULTS



				



ACTUAL RESULTS







				P9b



				Port TN back (not PTO) w/conflict:  New SP Create, Old SP Create (conflict), Old SP Modify (authorize), Activate, Audit



				1. New SP submits New SP Create for the TN with X Due Date



















1. Old SP submits Old SP Create (aka Release) to concur with the port (Authorization = Conflict Cause Code 50)















2. OSP submits modify (or Remove From Conflict) request to remove conflict on pending port























3. New SP submits Activate for the ported TN on Due Date































4. New SP submits an Audit for the ported TN.



















5. 



				1. NPAC creates SV and object create notification is sent to the Old SP and New SP. Old/New SP verify successful NPAC NNSP create SV notifications are received in their SOA.







2. NPAC updates SV with Old SP data and sends SV AVC notification and SV Status AVC (Conflict) to Old SP and New SPs SOA. Old SP and New SP verify NPAC notifications for ONSP Create SV are received in their respective SOAs.







3. NPAC updates SV to Pending and sends SV AVC and Status AVC notifications to Old/New SP SOAs.  Old SP and New SP verify Activate SV notifications are successfully received at their perspective SOAs.







4. NPAC broadcasts SV create to LSMSs and then sends Status AVC notification to Old/New SP SOAs (Active, Partially Failed or Failed). SPs verify they received the notification in their SOA.  If LSMS is available to testers, verify if NPAC Activation Broadcast is received and successfully.







5. NPAC processes audit and sends notification to initiating SOA. NPAC queries LSMSs for ported TN and performs the audit and notifies initiating SOA of any discrepancies and audit results. 







6. 



				







				[bookmark: TC10a][bookmark: P10a][bookmark: P10]P10 



				Cancel Pending Port by NSP: Create pending port by new, cancel by new, create by old 







Note: NO CONCURRENCE by either New or Old SP







Note: NPAC Test support may be needed for T1/T2 Timer expiration 







Note: Prior to testing (and only for last step) NPAC Test support WILL be needed to adjust Pending SV Retention Value and this will impact all testing 



				1. New SP submits New SP Create for the TN with Future Due Date. Note: No concurrence from Old SP











2. New SP cancels the pending port.























3. Old SP submits Old SP Create for the TN with Future Due Date.















4. T1 Timer Expires for New SP











5. T2 Timer Expires















6. After the duration of the tunable has passed the status of the port is set to ‘cancelled’.



The SV will remain in a status of pending based on the Pending Subscription Retention tunable. Note: Default is 30 days. Recommend requesting 2 or 5 days. This step may be optional due to its impact on everyone testing.








				1. NPAC creates an SV and sends object create notification to New and Old SP SOAs.  SPs verify they received notifications in their SOA. 





2. NPAC updates the SV and sends SV Attribute Value Change (AVC) notification to Old/New SP SOAs with ‘Cancel Pending status. SPs verify they received the notification in their SOA.







3. NPAC creates an SV and sends object create notification to New and Old SP SOAs.  SPs verify they received notifications in their SOA. 




4. New Ps verifies they received T1 timer notifications in their SOA







5. Old & New SPs verify they received T2 timer notifications in their SOAs. 











6. NPAC updates the SV and sends SV Attribute Value Change (AVC) notification to Old & New SP SOAs with Cancelled status. SPs verify they received the notification in their SOA.







				 







				[bookmark: TC11a][bookmark: P11a]P11a



				Cancel Pending Port by OSP: Create pending port by old, cancel by old, create by new, activate 







Note: Audit is optional for last step.











Note: NPAC Test support may be needed for T1/T2 Timer expiration 



				1. Old SP submits Old SP Create for the TN with Future Due Date. 



Note: No concurrence from New SP











2. Old SP cancels the pending port.























3. New SP submits New SP Create for the TN with Future Due Date.















4. T1 Timer expires for Old SP asking for its concurrence.











5. Final (T2) concurrence window expires.  







6. New SP submits activate.



				1. NPAC creates an SV and sends object create notification to New and Old SP SOAs.  SPs verify they received notifications in their SOA. 




2. NPAC updates the SV and sends SV Attribute Value Change (AVC) notification to Old/New SP SOAs with ‘Cancelled’ status. SPs verify they received the notification in their SOA.







3. NPAC creates an SV and sends object create notification to New and Old SP SOAs.  SPs verify they received notifications in their SOA. 




4.  Old SP verifies they received T1 timer notification in their SOA











5. Both New and Old SPs verify they received T2 timer notifications in their SOAs. 







6. NPAC updates SV to Active. NPAC logs/sends SV Status AVC notification to Old and New SP SOAs. SPs verify that Activate SV notifications are received by their respective SOAs & LSMSs



				







				[bookmark: TC11b][bookmark: P11b]P11b



				New SP Create, T1/T2 expiration notification, Activate, Audit



				1. New SP submits New SP Create for the TN with X Due Date.





2. T1 Timer expires









3. T2 Timer expires 













4. New SP submits Activate for the ported TN on Due Date












5. New SP submits an Audit for the ported TN.












				1. NPAC creates an SV and sends object create notification to New and Old SP SOAs.




2. NPAC sends T1 timer expiration notification to Old SP SOA.  Old SP verifies they received notifications in their SOA.




3. NPAC sends T2 timer expiration notification to New SP and Old SP SOAs. Both SPs verify they received notifications in their SOA.
 



4. NPAC broadcasts SV create to LSMSs and then sends Status AVC notification to Old/New SP SOAs (Active, Partially Failed or Failed). SPs verify they received the notification in their SOA.  If LSMSs are connected and available to testers, verify LSMS received the SV create broadcast.




5. NPAC creates and performs the audit and sends notifications to SOA (audit create, discrepancy notification, audit results, audit delete).  If discrepancy was discovered, NPAC broadcasts a correction to the discrepant LSMS.  New SP verifies they received the notifications in their SOA.  If discrepant LSMS is available to testers, verify LSMS received broadcast to fix discrepancy (SV create most likely).




				







				[bookmark: TC12][bookmark: P12]P12



				Cancel Pending Port: New SP Create, Old SP Create, New SP Cancel, Old SP Cancel Ack.



				1. New SP submits New SP Create for the TN with X Due Date 















1. Old SP submits OLD SP create to concur with NSP.



















1. New SP submits a SV status change cancel for the TN.



















1. Old SP submits Cancel Acknowledge as OLD request for the TN in cancel pending status.







				1. NPAC creates SV and sends SV notification to New SP and Old SP SOA’s. New SP and Old SP verifies that SV (Create Notification) is created successfully.







2. NPAC updates the SV and sends the SV Attribute Value change (AVC) notification to Old and New SP SOAs with Old SP Due Date. New SP and Old SP verifies that SV is created successfully along with Old SP Due Date.







3. NPAC updates the SV and sends the SV Status Attribute Value change (AVC) notification to Old and New SP SOAs. New SP and Old SP verifies that SV is in Cancel Pending status.







4. NPAC updates the SV to cancelled status and sends the SV Attribute Value change (AVC) notification to Old and New SP SOAs. New SP and Old SP verifies that SV is successfully cancelled and cancel notification is received from NPAC. 



				 







				[bookmark: TC13][bookmark: P13] P13



				Cancel Ack Notification:  New SP Create, Old SP Create, New SP Cancel, Cancel T1 expires, Old SP Cancel Ack







				1. New SP submits New SP Create for the TN with X Due Date.















2. Old SP submits OLD SP create to concur with NSP.























3. New SP submits a SV status change cancel for the TN.



















4. T1 Cancel timer expires for the TN.















5. Old SP submits Cancel Acknowledge as OLD request for the TN in cancel pending status.







				1. NPAC creates SV and sends SV notification to New SP and Old SP SOA’s. New SP and Old SP verifies that SV (Create Notification) is created successfully.







2. NPAC updates the SV and sends the SV Attribute Value change (AVC) notification to Old and New SP SOAs with Old SP Due Date. New SP and Old SP verifies that SV is created successfully along with Old SP Due Date.







3. NPAC updates the SV and sends the SV Status Attribute Value change (AVC) notification to Old and New SP SOAs. New SP and Old SP verifies that SV is in Cancel Pending status.







4. NPAC sends the T1 cancel notification to Old SP and Old SP verifies that T1 timer expiration notification is received by their SOA.







5. NPAC updates the SV to cancelled status and sends the SV Attribute Value change (AVC) notification to Old and New SP SOAs. New SP and Old SP verifies that SV is successfully cancelled and cancel notification is received from NPAC.



				 







				[bookmark: P14][bookmark: TC14]P14



				Cancel Pending Port: New SP Create, Old SP Create, Old SP Cancel, New SP Cancel Ack.



				1. New SP submits New SP Create for the TN with X Due Date.















2. Old SP submits OLD SP create to concur with NSP.



















3. OLD SP submits a SV status change cancel for the TN.















4. New SP submits Cancel Acknowledge as NEW request for the TN in cancel pending status.







				1. NPAC creates SV and sends SV notification to New SP and Old SP SOA’s. New SP and Old SP verifies that SV (Create Notification) is created successfully.







2. NPAC updates the SV and sends the SV Attribute Value change (AVC) notification to Old and New SP SOAs with Old SP Due Date. New SP and Old SP verifies that SV is created successfully along with Old SP Due Date.







3. NPAC updates the SV and sends the SV Attribute Value change (AVC) notification to Old and New SP SOAs. New SP and Old SP verifies that SV is in Cancel Pending status.







4. NPAC updates the SV to cancelled status. New SP and Old SP verifies that SV is successfully cancelled and cancel notification is received from NPAC.



				 







				[bookmark: TC15][bookmark: P15]P15



				No New SP Cancel Concurrence – New SP Creates, Old SP Create, Old SP Cancel, Cancel T1 expires, Cancel T2 expires (conflict)



				1. New SP submits New SP Create 



















2. Old SP performs Old SP Create (Concur) SV



















3. Old SP submits a Cancel















4. T1 Cancel timer expires



















5. T2 Cancel timer expires. SV will be set to Conflict































				1. NPAC creates an SV and sends object create notification to New and Old SP SOAs.  SPs verify they received notification in their SOA and create is successful.  







2. NPAC updates the SV and sends SV Attribute Value Change (AVC) notification to Old/New SP SOAs with Old SP Due Date and Auth. SPs verify they received the notification in their SOA.







3. NPAC updates the SV to cancel-pending and sends AVC notification to Old/New SP SOAs. SPs verify cancel-pending status.







4. NPAC sends notification to the New SP and New SP verifies they received notification that the initial cancellation concurrence timer expiration.







5. NPAC sets SV status to conflict and sends status change notification to New/Old SP SOAs. SPs verify that TN status is Conflict.
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				No Old Cancel Concurrence – New SP Create, Old SP Create, New SP Cancel, Cancel T1 expires, Cancel T2 expires (Canceled)



				1. New SP submits New SP Create 



















2. Old SP submits Old SP Create (Concur) SV



















3. New SP submits a Cancel



















4. T1 Cancel timer expires



















5. T2 Cancel timer expires. SV will be set to Cancelled.























				1. NPAC creates an SV and sends object create notification to New and Old SP SOAs.  SPs verify they received notification in their SOA and create is successful.  







2. NPAC updates the SV and sends SV Attribute Value Change (AVC) notification to Old/New SP SOAs with Old SP Due Date and Auth. SPs verify they received the notification in their SOA.







3. NPAC updates the SV to cancel-pending and sends Status AVC notification to Old/New SP SOAs. SPs verify they received the notification in their SOA.







4. NPAC sends notification to the Old SP and Old SP verifies they received notification that the initial cancellation concurrence timer expiration.







5. NPAC updates the SV to Canceled and sends notification to SPs.  SPs verify that TN status is Canceled







				







				[bookmark: TC17][bookmark: TC19a][bookmark: TC18][bookmark: P17]P17



				Create NPA-NXX via SOA and via LSMS



 



 



 







Delete NPA-NXX via SOA and via LSMS



				1. SP submits NPANXX Create Request.



















2. SP submits NPANXX Delete Request. (Please Verify that no SV’s are associated with the NPA-NXX before deleting the NPA-NXX from NPAC SOA.)



				1. NPAC creates NPANXX and NPANXX create to SPs SOAs and LSMSs accepting network data downloads. SP verifies that NPANXX Create Notification is received from NPAC.







2. NPAC deletes NPANXX and broadcasts NPANXX delete to SPs SOAs and LSMSs accepting network data downloads. SP verifies that NPANXX Delete Notification is received from NPAC.
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				Create LRN via SOA and via LSMS



 



 



 



 




Delete LRN via SOA and via LSMS



				1. SP submits LRN Create Request.























2. SP submits LRN Delete Request.  (Please Verify that no SV’s are associated with the LRN before deleting the LRN from NPAC SOA.  Also, please note that only if a ported TN exists in a canceled or old (with an empty failed SP list) status, then the LRN delete will be allowed.)



				1. NPAC creates LRN and broadcasts LRN create to SPs SOAs and LSMSs accepting network data downloads. SP verifies that LRN Create Notification is received from NPAC.  







2. NPAC deletes LRN and LRN delete to SPs SOAs and LSMSs accepting network data downloads. SP verifies that LRN Delete Notification is received from NPAC.
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				Port Activation w/ Medium Timers:  New SP Create with 'Yes' for Medium Timers, Old SP Create with 'Yes' for Medium Timers, Activate







Assumption for all Medium Timer TCs in 19: TCs assume your SOAs support Medium Timers; if not, SP will not be able to determine timer types being used. 



				1. New SP submits New SP Create with ‘Yes” for Medium Timers 
















1. Old SP performs Old SP Create (Concur) SV with ‘Yes’ for Medium Timers































1. New SP activates the TN



				1. NPAC creates an SV and sends object create notification to New and Old SP SOAs.  SPs verify they received notification in their SOA and create is successful. Note: Medium Timers are used.







1. NPAC updates the SV with the Old SP data and logs/sends SV Attribute Value Change (AVC) notification to Old/New SOAs. SPs verify that NPAC notifications for Old SP Create (Concur) SV are received by their respective SOAs and successful. Note: Medium timers continue to be used.







1. SPs verify that Activate SV notifications are received by their respective SOAs and are successful.







				 







				[bookmark: P19b]P19b



				Port Activation w/ Medium Timers:  New SP Create with 'No' for Medium Timers, Old SP Create with 'No' for Medium Timers, Activate



				1. New SP submits New SP Create with ‘No’ for Medium Timers















2. Old SP performs Old SP Create with ‘No’ for Medium Timers







		
















3. New SP activates the TN



				1. NPAC creates an SV and sends object create notification to New and Old SP SOAs.  SPs verify they received notification in their SOA and create is successful.  Note: Default Timers are used.



1. NPAC updates the SV with the Old SP data and logs/sends SV Attribute Value Change (AVC) notification to Old/New SOAs. SPs verify that NPAC notifications for Old SP Create (Concur) SV are received by their respective SOAs and successful. Note: Default timers continue to be used.







1. SPs verify that Activate SV notifications are received by their respective SOAs and are successful.



				







				[bookmark: TC19c][bookmark: P19c]P19c



				Port Activation w/ Medium Timers:  New SP Create with 'Yes' for Medium Timers, Old SP Create with 'No' for Medium Timers, Activate



				1. New SP submits New SP Create with ‘Yes’ for Medium Timers
















2. Old SP performs Old SP Create with ‘No’ for Medium Timers




























3. New SP activates the TN



				1. NPAC creates an SV and sends object create notification to New and Old SP SOAs.  SPs verify they received notification in their SOA and create is successful.  Note: Medium timers are used.







1. Initial and Final Concurrence timers are deleted and reset. NPAC updates the SV with the Old SP data and logs/sends SV Attribute Value Change (AVC) notification to Old/New SOAs. SPs verify that NPAC notifications for Old SP Create (Concur) SV are received by their respective SOAs and successful.  Note: timers are reset to Default Timers.



1. SPs verify that Activate SV notifications are received by their respective SOAs and are successful.
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				Port Activation w/Medium Timers:  New SP Create with 'No' for Medium Timers, Old SP Create with 'Yes' for Medium Timers, Activate



				1. New SP submits New SP Create with ‘No’ for Medium Timers
















2. Old SP performs Old SP Create with ‘Yes’ for Medium Timers



































3. New SP activates the TN



				1. NPAC creates an SV and sends object create notification to New and Old SP SOAs.  SPs verify they received notification in their SOA and create is successful.  Note: Default Timers are used.







1. Initial and Final Concurrence timers are deleted and reset. NPAC updates the SV with the Old SP data and logs/sends SV Attribute Value Change (AVC) notification to Old/New SOAs. SPs verify that NPAC notifications for Old SP Create (Concur) SV are received by their respective SOAs and successful.  Note: timers are reset to Medium Timers.







1. SPs verify that Activate SV notifications are received by their respective SOAs and are successful.



				







				[bookmark: TC20][bookmark: P20][bookmark: OLE_LINK4][bookmark: OLE_LINK5][bookmark: OLE_LINK6]P20



				Undo Cancel Pending & Modify:  New SP Create one day in advance, Old SP Create one day in advance, New SP Cancel, New SP Undo Cancel & Modify, New SP Modify DDT



				1. New SP submits New SP Create one day prior to confirmed due date.















1. Old SP performs Old SP Create one day prior to due date.



























1. New SP submits a Cancel



























1. New SP performs an “Undo Cancel” 



















1. New SP modifies the due date



				1. NPAC creates an SV and sends object create notification to New and Old SP SOAs.  SPs verify they received notification in their SOA and create is successful. 







1. NPAC updates the SV with the Old SP data and logs/sends SV Attribute Value Change (AVC) notification to Old/New SOAs. SPs verify that NPAC notifications for Old SP Create (Concur) SV are received by their respective SOAs and successful. 







1. NPAC updates the SV and sends SV Status Attribute Value Change (AVC) notification to Old/New SP SOAs with ‘Cancel-Pending’ status. SPs verify they received the notification in their SOA.







1. NPAC updates the SV and sends SV Status AVC to Old/New SP SOAs with ‘Pending’ status. SPs verify they received the notification in their SOA. 







1. NPAC updates the SV and sends SV AVC notification for New SP Due Date change to Old/New SP SOAs.  SPs verify they received the notification in their SOA.



				







				[bookmark: TC21][bookmark: P21]P21



				Modify Active on LRN:  New SP Create With Incorrect LRN, Old SP Create, Activate, New SP Modify Active to Correct LRN



				1. New SP performs Create Subscription Version with X FOC Date











2. Old SP performs Create (Concur) SV























3. New SP performs Activate SV on Due Date























4. New SP submits Modify Active SV to modify the LRN 















				1. NPAC creates an SV and sends object create notification to New and Old SP SOAs.  SPs verify they received notification in their SOA and create is successful.  







2. NPAC updates the SV with the Old SP data and sends SV Attribute Value Change (AVC) notification to Old/New SOAs. SPs verify that NPAC notifications for Old SP Create (Concur) SV are received by their respective SOAs, and successful







3. NPAC updates SV to Active. NPAC sends Status Attribute Value Change Notification <Status Change> to Old and New SP SOAs. SPs verify that Activate SV notifications are received by their respective SOAs and successful.







4. NPAC updates the SV and sends Status Attribute Value Change Notification <Status Change> to originating SOA (New SP).  New SP verifies the update was successful in their SOA
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				Port TN w/ Auto Activate Timers:  New SP Create with DDT in Attempt Auto-Activate Time field, Old SP Create, Activate on auto activate DDT (for SOAs that support Auto Activation).







				1. New SP submits New SP Create for the TN with X Due Date.












2. Old SP submits OLD SP create to concur with NSP.























3. New SP submits Modify for the pending port to modify the Old SP Due Date to current date once release notification is received.







4.    New SP submits Activate for the ported TN on Due Date.





				1. NPAC creates SV and sends SV notification to New SP and Old SP SOA’s. New SP and Old SP verifies that SV (Create Notification) is created successfully.







2. NPAC updates the SV and sends the SV Attribute Value change (AVC) notification to Old and New SP SOAs with Old SP Due Date. New SP and Old SP verifies that SV is created successfully along with Old SP Due Date.







3. NPAC updates the SV and sends SV AVC notification with New SP Due Date to Old/New SP SOAs.  SPs verify they received notification in their SOA.











4. NPAC updates the SV to Active status. New SP and Old SP verifies that SV is successfully activated and Activate notification is received from NPAC. If LSMS are connected and available to testers, Verify LSMS received the SV Activate broadcast.
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				Future Disconnect Port:  New SP Create, Old SP Create, Activate, Set disconnect date 1 hour ahead, Disconnect



				1. New SP submits New SP Create for the TN with X Due Date.









2. Old SP submits Old SP Create (aka Release) to concur with the port (Authorization = True)






3. New SP submits Activate for the ported TN on Due Date












4. New SP submits Disconnect specifying a Customer Disconnect Date of today and Effective Release Date of 1 hour in the future from the current date/time.











5. Wait for 1 hour



				1. NPAC creates an SV and sends object create notification to New and Old SP SOAs.  SPs verify they received notifications in their SOA. 




2. NPAC updates the SV and sends SV Attribute Value Change (AVC) notification to Old/New SP SOAs with Old SP Due Date and Auth. SPs verify they received the notification in their SOA.




3. NPAC broadcasts SV create to LSMSs and then sends Status AVC notification to Old/New SP SOAs (Active, Partially Failed or Failed). SPs verify they received the notification in their SOA.  If LSMSs are connected and available to testers, verify LSMS received the SV create broadcast.




4. NPAC updates the SV setting its status to Disconnect-Pending and sends Status AVC notification to the New/Current SP SOA.  New/Current SP verifies it received the notification in their SOA.








5. On the Effective Release Date, NPAC broadcasts the SV delete to LSMSs and then sends Status AVC notification to New/Current SP SOA (Active if all LSMSs fail, otherwise Old).  New/Current SP verifies it received the notification in their SOA.  If LSMSs are connected and available to testers, verify LSMS received the SV create broadcast.  NOTE: Old SP SOA does not receive notification once SV goes to Active and may still show SV as Active.




				







				[bookmark: P23b]P23b



				Future Disconnect Port:  New SP Create, Old SP Create, Activate, Set disconnect date 1 day ahead, Disconnect



				1. New SP submits New SP Create for the TN with Due Date.









2. Old SP submits Old SP Create (aka Release) to concur with the port (Authorization = True)






3. New SP submits Activate for the ported TN on Due Date









4. New SP submits Disconnect specifying a Customer Disconnect Date of today and Effective Release Date of 1 day in the future from the current date/time.








5. Wait for at least one full day



				1. NPAC creates an SV and sends object create notification to New and Old SP SOAs.  SPs verify they received notifications in their SOA. 




2. NPAC updates the SV and sends SV Attribute Value Change (AVC) notification to Old/New SP SOAs with Old SP Due Date and Auth. SPs verify they received the notification in their SOA.




3. NPAC broadcasts SV create to LSMSs and then sends Status AVC notification to Old/New SP SOAs (Active, Partially Failed or Failed). SPs verify they received the notification in their SOA.  If LSMSs are connected and available to testers, verify LSMS received the SV create broadcast.




4. NPAC updates the SV setting its status to Disconnect-Pending and sends Status AVC notification to the New/Current SP SOA.  New/Current SP verifies it received the notification in their SOA.








5. On the Effective Release Date, NPAC broadcasts the SV delete to LSMSs and then sends Status AVC notification to New/Current SP SOA (Active if all LSMSs fail, otherwise Old).  New/Current SP verifies it received the notification in their SOA.  If LSMSs are connected and available to testers, verify LSMS received the SV create broadcast.  NOTE: Old SP SOA does not receive notification once SV goes to Active and may still show SV as Active.
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				Port TN Before T1 Expires:  New SP Create, T1 hasn't expired, Activate, Receive Error



				1. New SP submits New SP Create for the TN with X Due Date.








2. Prior to T1 Timer expires





3. New SP submits Activate for the ported TN  



				1. NPAC creates an SV and sends object create notification to New and Old SP SOAs. 








2. NPAC continues T1 timer 

 



3. NPAC returns failure response for activation request. SPs verify they received the error response. 
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				Port TN Before DDT:  New SP Create 1 day in advance, Old SP Create 1 day in advance, Activate, Receive Error







				1. New SP submits New SP Create for the TN with X Due Date.











2.  Old SP submits Old SP Create (aka Release) response to concur with the port















3. New SP submits Activate for the ported TN 1 day prior to X Due Date. NPAC sends back error



















4. New SP submits Activate for the ported TN on Due Date 



























5. New SP submits an Audit for the ported TN.



























6. New SP disconnects TN



				1. NPAC creates an SV and sends object create notification to New and Old SP SOAs.  SPs verify they received notifications in their SOA.




2. NPAC updates SV with NSP data and sends SV AVC notification to Old SP and New SPs SOA. Old SP and New SP verify NPAC notifications for ONSP Create SV are received in their respective SOAs.







3. NPAC sends error notification to New SP as the record cannot be activated on this date.  If New SP SOA provides this validation, SOA provides error message and request is not sent to NPAC.











4. NPAC updates SV to Active status.  NPAC updates and sends SV status AVC notification to New SP and Old SP SOAs.  Old/New SPs verify Activate SV notifications are successfully received by their respective SOAs. If LSMS is available to testers, verify if NPAC Activation Broadcast is received and successfully







5. NPAC processes audit and sends notification to initiating SOA. NPAC queries LSMSs for ported TN and performs the audit and notifies initiating SOA of any discrepancies and audit results..











6. NPAC sets SV status to disconnect pending (if Effective Release Date supplied) and broadcasts SV Delete to LSMSs.  NPAC updates SV to Old.  NPAC sends SV Status AVC notification to New SP SOA. SP verifies that TN is disconnected.
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Overview



				Release				Test Case				New SP /New Vendor				Existing SP / New Vendor				New SP /Exp Vendor				Regression / Existing SP / Exp Vendor				SOA				LSMS				Notes				Comments from ITC Mtg 061517
Going Forward Recommendation



				1.0				3.1 Round Robin Testing																												Strongly Recommend Group Round Robin and Partner Testing (see more details in Group Testing Worksheet)



				1.0				3. SP2SP Testing  				X				X				X				X				X				X				Group / Round Robin Testing				Keep



				1.0				4. Partner Testing – SP1 with SP2				X				X				X				X				X				X				Group / Partner Testing				Keep



				1.0				5. Partner Testing – SP3 with SP4				X				X				X				X				X				X				Group / Partner Testing				Keep



				1.0				7. Disaster Recovery



				1.0				7.1 Scheduled Site Switchover				X				X				X								X				X				Handled via Disaster Recovery ATP				Conditionally Keep



				1.0				7.2  Unscheduled Site Switchover				X				X				X								X				X				Handled via Disaster Recovery ATP				Conditionally Keep



				3.2				SPID Migration - NANC 323-1 NPAC OP GUI – NPAC Personnel submit a request for a Partial SPID migration via Mass Update, where NPA-NXX, LRN, Subscription Version, NPA-NXX-X and Block Information exist for the migrating away from SPID.  Verification steps are performed to ensure the Service Provider system is now in synch with the NPAC SMS. – Success				X				X				X								X				X				Release B implementation - iconectiv can generate SMURF files if needed by SPs (file format does not change)				Keep



				3.3				Timer Calculation - Mtce. Window - NANC 385-1  SOA – NPAC personnel use the Timer-Update-Tool to update timer expiration by 10 minutes, SP systems under test handle the impacted timers for their adjusted expiration time – Success  Prerequisites should include activities that create short and long initial and final concurrence timers, and short and long initial and final cancellation concurrence timers that are scheduled to expire on the same day as test after the maintenance window enactment in this test case.				X				X												X								Functional Testing by iconectiv; not sure of the added value for SP testing				Need to determine if this should continue to be included in the Group Testing



				3.4				Verison ID Rollover - NANC 147-1 SOA/LSMS – Service Providers under test submit a variety of requests (see test steps) to the NPAC for data that contains Record ID values assigned by the NPAC SMS and that result in a rollover of the inventory ID for those records.  Service Provider systems accept the replies with the rollover ID values.  Requests will include audits, subscription version create, LRN, NPA-NXX, NPA-NXX-X, and Number Pool Block create requests.				X																X				X				Recommend moving this into Vendor Testing - wouldn't it be too late if issues detected in Group / Round Robin testing?				Take this back to APT for consideration of adding to vendor test certification.
Conditionally Keep.  Rollover may not occur for over 60 years.



				3.4				NPA/NPA-NXX Filters - NANC 396-1 SOA/LSMS – Service Provider Personnel (using their SOA) create an NPA-NXX for which Neustar NPAC Personnel have already established an NPA-NXX filter.  LSMSs do not receive the NPA-NXX create download - Success
In this test case, Neustar NPAC Personnel can create the NPA-NXX filter for some/not all Service Providers participating in the Group test.  Then, one Service Provider participating in the test (and for whom a respective NPA-NXX filter was established) will create the NPA-NXX.  The NPAC SMS will process the request, creating the NPA-NXX on the NPAC SMS and only broadcasting to those Service Providers for whom a filter does not exist.				X																X				X				This is used during facilitation of regular testing (Testing SPIDs are filtered out from other Testing SPIDs).  Not sure any added value for testing in group testing.



				3.4				NPA/NPA-NXX filters - NANC 396-2 LSMS – Service Provider Personnel (using their SOA) or NPAC Personnel activate a single SV where an NPA Filter exists for the TN specified in the activation request.  LSMS does not receive download. – Success

NPAC Personnel will establish the NPA filter during prerequisites for some/not all Service Providers participating in the test.  The NPAC SMS will process the SV activate request broadcasting based on the filters.  (based on regression TC 2.8)				X																X				X				This is used during facilitation of regular testing (Testing SPIDs are filtered out from other Testing SPIDs).  Not sure any added value for testing in group testing.				Take this back to APT for consideration of adding to vendor test certification.
Remove



				3.4				NPA/NPA-NXX filters - NANC 396-3 LSMS – Service Provider Personnel (using their SOA) or NPAC Personnel activate a single SV where an NPA Filter and NPA-NXX filter exists for the TN specified in the activation request.  LSMS does not receive download – Success

NPAC Personnel will establish the NPA filter during prerequisites for some/not all Service Providers participating in the test.  

Some but not all SPs (who support the functionality) will establish an NPA-NXX filter (NPAC will create it on behalf of SPs who cannot create filters over the interface).

The NPAC SMS will process the SV activate request broadcasting based on the filters. (based on regression TC 2.8)				X																X				X				This is used during facilitation of regular testing (Testing SPIDs are filtered out from other Testing SPIDs).  Not sure any added value for testing in group testing.				Need to determine if this should continue to be included in the Group Testing  Remove
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The purpose of this document is to identify the Turn Up Test Cases to be executed by different Service Providers and/or Vendors during the group phase of Turn Up testing.  Chapter 3 contains a Group Test Case Matrix, which contains all test cases written with the purpose of execution in the group environment.  The matrix also indicates the recommended Test Cases for regression testing against the NPAC software in a group environment.







Actual Entrance and Exit criteria for test execution/completion are an agreement between individual Service Providers and Neustariconectiv, Inc.  Regression Testing is required for each new release of Vendor (SOA and/or LSMS) software as well as each new release of NPAC SMS software.
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In addition to the Test Cases listed in this Individual Service Provider Test Case Matrix in the NPAC SMS/Individual Service Provider Certification and Regression Test Plan, Service Providers are required can optionally to participate in group testing.  Group testing consists of two parts and requires the participation of multiple service providers in the test environment.  







The first phase of group testing is called “Round Robin” testing.  Instructions for the “Round Robin” testing are contained in this section. 







The second phase of group testing consists of testing certain NPAC Turn Up Test Cases in the multiple service provider environment, based on the purpose of the testing.  For example, if the purpose of testing is to re-certify an “Experienced Service Provider with Experienced Vendor” (refer to relationship definitions in section 2 of the NPAC SMS/Individual Service Provider Certification and Regression Test Plan) then Group Testing would consist of the round robin phase as well as test cases identified for group testing for the current release of NPAC software for which they are seeking certification.  If the purpose of testing is to certify a “New Service Provider with New Vendor”, then Group Testing may consist of the round robin phase as well as a suite of test cases selected by the lead NPAC test engineer that should be executed in a group environment in order to certify to the NPAC software.  
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Round Robin testing involves porting a TN from SP1, among the other service providers and back to SP1.  It is considered to be one test case with multiple steps and needs to be executed by the service providers and NPAC Personnel as a team.







Note:  Three Rround robin test cases can should be performed repeated to account for – success, partial failure, and failure. broadcast conditions. 



Note:  Subscription Version create requests should include all attributes supported by the Service Provider’s in the Group including Optional Data attributes and Medium Timer Indicators (for example).
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As the new service provider, SP2 (SPID2) creates a pending port (newSP-Create) for TN TN1. SP1 (SPID1) concurs with the pending port. Next, SP2 activates the pending port and the NPAC SMS broadcasts an M-Create of the subscriptionVersion object to all LSMSs. 







Note: Since this is a 1st time ported TN, a new NPA-NXX notification (NPA-NXX for TN1) should be sent to all SOA and LSMSs when the pending port is created. 







NPAC Personnel issues an audit of TN TN1 to all service providers and verifies the results of the audit (TN and GTT data) via the audit report. Also, the service providers verify the port by issuing queries to the NPAC SMS for the active TN. 
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As the new service provider, SP3 (SPID3) creates a pending port (newSP-Create) for TN TN1. SP2 concurs with the pending port. Next, SP3 activates the pending port and the NPAC SMS broadcasts an M-Create of the subscriptionVersion object to all LSMSs.  







NPAC Personnel issues an audit of TN TN1 to all service providers and verifies the results of the audit (TN and GTT data) via the audit report. Also, the service providers verify the port by issuing queries to the NPAC SMS for the active TN. 
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 As the new service provider, SP4 (SPID4) creates a pending port (newSP-Create) for TN TN1. SP3 concurs with the pending port. Next, SP4 activates the pending port and the NPAC SMS broadcasts an M-Create to the subscriptionVersion object to all LSMSs.  







NPAC Personnel issues an audit of TN TN1 to all service providers and verifies the results of the audit (TN and GTT data) via the audit report. Also, the service providers verify the port by issuing queries to the NPAC SMS for the active TN.
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As the new service provider and original owner of the TN, SP1 creates a pending port (newSP-Create) with the "port to original" flag equal to TRUE for TN TN1.  SP4 (SPID1) concurs with the pending port.  Next, SP1 activates the pending port and the NPAC SMS broadcasts an M-Delete for the Subscription Version object to all LSMSs. 







NPAC Personnel issues an audit of TN TN1 to all service providers and verifies the results of the audit (TN and GTT data) via the audit report.  Also, the service providers verify the port by issuing queries to the NPAC SMS for the TN and getting a result equivalent to “No Record Found”.







[bookmark: _Toc478278095][bookmark: _Toc113953325][bookmark: _Toc115164312][bookmark: _Toc115253649][bookmark: _Toc115766720][bookmark: _Toc115767454][bookmark: _Toc115767713][bookmark: _Toc115768071][bookmark: _Toc115835512][bookmark: _Toc115835760][bookmark: _Toc115836193][bookmark: _Toc115836223][bookmark: _Toc115836253][bookmark: _Toc284330250]
2.   Related Documents:







Additional information can be found in the following documents:







North American Numbering Council (NANC), Functional Requirements Specification, Number Portability Administration Center (NPAC) Service Management System (SMS), Version 3.4.0d.




NPAC SMS Interoperable Specifications, NANC Version 3.4.0b.



NPAC SMS Individual Service Provider Certification and Regression Test Plan, Version 3.4a







With release 3.1a, the NPAC SMS Individual Service Provider Certification and Regression Test Plan was broken into ‘parts’ since the document size was getting too large for the application to function efficiently.  The following chapters are published with that document under the following file names:







				CHAPTER NAME



				FILE NAME







				Chapter 8 Individual Turn Up Test Scenarios Related to NPAC Release 1.



				Cert & Regression Test Plan Chapter 8 thru 3.4







				Chapter 9 Individual Turn Up Test Scenarios Related to NPAC Release 2.



				Cert & Regression Test Plan Chapter 9 thru 3.4







				Chapter 10 Individual Turn Up Test Scenarios Related to NPAC Release 3.0.X



				Cert & Regression Test Plan Chapter 10 thru 3.4







				Chapter 11 Individual Turn Up Test Scenarios Related to NPAC Release 3.1.X



				Cert & Regression Test Plan Chapter 11 thru 3.4







				Chapter 12 Individual Turn Up Test Scenarios Related to NPAC Release 3.2.X



				Cert & Regression Test Plan Chapter 12 thru 3.4







				Chapter 13 Individual Turn Up Test Scenarios Related to NPAC Release 3.3.X



				Cert & Regression Test Plan Chapter 13 thru 3.4







				Chapter 14 Individual Turn Up Test Scenarios Related to NPAC Release 3.3.4.X



				Individual SP Cert & Regression Test Plan Chapter 14 thru 3.4







				Chapter 15 Individual Turn Up Test Scenarios related to NPAC Release 3.4.X



				Cert & Regression Test Plan Chapter 15 thru 3.4
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3.   Group Turn Up Test Case Matrix:



This section contains a matrix of all test cases written and defined for Service Provider Turn Up testing in a multiple service provider environment up to and including Release 3.2.  



				



				New Entrant Test Cases



				Re-gression



				SOA



				LSMS







				Test Case Objective



				New SP w/ New Vendor



				Exp SP w/ New Vendor



				New SP w/ Exp Vendor



				Exp SP w/ Exp Vendor



				



				







				Release 1.0 Test Cases







				3.1 Round Robin Testing







				3. SP2SP Testing



				X



				X



				X



				X



				X



				X







				4. Partner Testing – SP1 with SP2



				X



				X



				X



				X



				X



				X







				5. Partner Testing – SP3 with SP4



				X



				X



				X



				X



				X



				X







				6. Performance Testing 







				6.1 Single TN Volume Testing



				Test case procedures incorporated into test case 1.1 from Release 2.0.







				6.2 TN Range Volume Testing



				Test case procedures incorporated into test case 1.3 from Release 2.0.







				6.3 Stability Testing



				 Removed from Certification Test Plan.







				6.4 Stress Testing



				 Removed from Certification Test Plan.







				7. Disaster Recovery







				7.1 Scheduled Site Switchover



				X



				X



				X



				



				X



				X







				7.2  Unscheduled Site Switchover



				X



				X



				X



				



				X



				X







				7.3 Scheduled Downtime



				Test Case no longer required.







				8. NPA Splits







				8.5.1 Permissive Dialing Period is Successfully Started - NPAC Personnel User – Success



				Test Case procedures to be executed in Individual Certification.







				8.5.5 Perform Port-to-Original during the Permissive Dialing Period of the NPA Split.– Success



				Test CASs procedures to be executed in Individual Certification.











				Release 2.0 Test Cases
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				1.1 Single TN Volume Testing with non-pooled TNs  (TNs that are not part of a 1K Block)



				Removed from Certification Test Plan.







				1.2 Single TN Volume Testing with pooled TNs



				 Removed from Certification Test Plan.







				1.3 TN Range Volume Testing with non-pooled TNs  (TNs that are not part of a 1K Block)



				 Removed from Certification Test Plan.







				1.4 TN Range Volume Testing with pooled TNs



				 Removed from Certification Test Plan.







				Release 2.0 Functional Group Test Cases







				ILL 79 – Group 1 SOA – Service Providers, using their SOA systems, where their SOA Network Data Download Association Function is set to ‘ON’, issue a Network Data and Notification Recovery Request by specifying a Time Range – Success



				Removed from Group phase.  Test case procedures incorporated into test case 187-4 from Release 3.2 Individual Certification.







				ILL 79 – Group 2 LSMS – Service Providers, using their LSMS systems, where LSMS Network and Subscription Data Download Association Function is set to ‘ON’, issue a Network Data and Notification Recovery Request by specifying a Time Range – Success



				Removed from Group phase.  Test case procedures incorporated into test case 187-1 from Release 3.2 Individual Certification.







				NANC 48 – Group 1 SOA – ‘Associated’ SPID ‘B’ creates an LRN (at least 4 Service Provider’s are configured to operate in this region, 1 ‘Primary’ SPID (‘A’), 2 ‘Associated’ SPIDs (‘B’ and ‘C’) and one other SPID ‘D’ – neither Primary or Associated) SPID ‘B’, and SPID ‘D’ are configured with their SOA Network Data Download Association Function and LSMS Network and Subscription Data Download Association Function set to ‘ON’, SPID ‘A’ and SPID ‘C’ is configured with their SOA Network Data Download Association Function set to ‘OFF’ and their LSMS Network and Subscription Data Download Association Function is set to ‘ON’ - Success



				Removed from Group phase.  Maps to test case NANC 48-2 in Rel 2.0 Individual Certification.







				NANC 48 – Group 2 NPAC OP GUI – NPAC Personnel create a Service Provider Profile for a New Service Provider in a region where ‘Primary’ and ‘Associated’ Service Providers exist. (At least 4 Service Provider’s are configured to operate in this region, 1 ‘Primary’ SPID (‘A’), 2 ‘Associated’ SPIDs (‘B’ and ‘C’) and one other SPID ‘D’ (neither Primary or Associated).  SPID ‘B’, and SPID ‘D’ are configured with their SOA Network Data Download Association Function set to ‘ON’ and their LSMS Network and Subscription Data Download Association Function set to ‘ON’.  SPID ‘A’ and SPID ‘C’ are configured with their SOA Network Data Download Association Function set to ‘OFF’.  SPID ‘A’s’ LSMS Network and Subscription Data Download Association Function is set to ‘OFF’.  SPID ‘C’s’ LSMS Network and Subscription Data Download Association Function is set to ‘ON’ – Success



				Removed from Group phase.  Maps to test case NANC 48-3 in Rel 2.0 Individual Certification.







				NANC 48 – Group 3 NPAC OP GUI – NPAC Personal verify that a Service Provider that is functioning properly as neither a Primary nor Associated SPID can function properly as an Associated SPID, be dis-associated from its Primary SPID and again function properly as neither a Primary nor Associated SPID



				Removed from Group phase.  Maps to test case NANC 48-4 in Rel 2.0 Individual Certification.







				Release 3.0 Test Cases







				3. NPA-NXX-X Information







				3.1 Create NPA-NXX-X Information







				3.1.1 NPAC OP GUI - NPAC Personnel create NPA-NXX-X Information, where the Block Holder SPID is the same as the Code Holder SPID and must be neither a primary or secondary SPID and the NPAC SMS schedules the Number Pool Block create, and the NPAC SMS activates upon scheduled date and time. The following Service Provider configurations are in place:



1 with EDR LSMS and the LSMS NPA-NXX-X Indicator set to TRUE and SOA NPA-NXX-X Indicator set to FALSE with a filter set to receive the download.



1 with EDR LSMS and the LSMS NPA-NXX-X Indicator set to FALSE and SOA NPA-NXX-X Indicator set to TRUE with a filter set to receive the download.



1 with non-EDR LSMS and the LSMS NPA-NXX-X Indicator set to TRUE and SOA NPA-NXX-X Indicator set to FALSE with a filter set to NOT receive the download.



1 with non-EDR LSMS and the LSMS NPA-NXX-X Indicator set to FALSE and SOA NPA-NXX-X Indicator set to TRUE with a filter set to NOT receive the download).



 - Success



				Removed from Group phase.  Maps to test case 3.1.1 in Rel 3.0 Individual Certification.







				3.1.2 NPAC OP GUI - NPAC Personnel create NPA-NXX-X Information where the NPA-NXX has not had any previous ports and where the Block Holder SPID is the primary SPID and the Code Holder SPID is the associated SPID. The following Service Provider configurations are in place:



1 with LSMS NPA-NXX-X Indicator set to TRUE and SOA NPA-NXX-X Indicator set to FALSE with a filter set to receive the download.



1 with LSMS NPA-NXX-X Indicator set to FALSE and SOA NPA-NXX-X Indicator set to TRUE with a filter set to receive the download.



1 with LSMS NPA-NXX-X Indicator set to TRUE and SOA NPA-NXX-X Indicator set to FALSE with a filter set to NOT receive the download.



1 with LSMS NPA-NXX-X Indicator set to FALSE and SOA NPA-NXX-X Indicator set to TRUE with a filter set to NOT receive the download).



– Success



				Test Case procedures incorporated into test case 3.1.1 in Rel 3.0 Individual Certification. 







				3.1.3 NPAC OP GUI - NPAC Personnel create NPA-NXX-X Information where the NPA-NXX has not had any previous ports and where the Block Holder SPID is the associated SPID and the Code Holder SPID is the primary SPID. The following Service Provider configurations are in place:



1 with LSMS NPA-NXX-X Indicator set to TRUE and SOA NPA-NXX-X Indicator set to FALSE with a filter set to receive the download.



1 with LSMS NPA-NXX-X Indicator set to TRUE and SOA NPA-NXX-X Indicator set to FALSE with a filter set to NOT receive the download.



1 with LSMS NPA-NXX-X Indicator set to FALSE and SOA NPA-NXX-X Indicator set to TRUE with a filter set to receive the download.



1 with LSMS NPA-NXX-X Indicator set to FALSE and SOA NPA-NXX-X Indicator set to TRUE with a filter set to NOT receive the download).



– Success



				Removed from Group phase.  Maps to test case 3.1.3 in Rel 3.0 Individual Certification.







				3.2 Modify NPA-NXX-X Information







				3.2.1 NPAC OP GUI - NPAC Personnel modify the Effective Date of the NPA-NXX-X Information - Success



				Removed from Group phase.  Maps to test case 3.2.1 in Rel 3.0 Individual Certification.







				3.3 Delete NPA-NXX-X Information







				3.3.1 NPAC OP GUI - NPAC Personnel delete NPA-NXX-X Information when subordinate information (Number Pool Block and Subscription Versions) exist, post Effective Date, to 4 LSMSs with the following configurations:



1 with LSMS NPA-NXX-X Indicator set to TRUE and SOA NPA-NXX-X Indicator set to FALSE with a filter set to receive the download.



1 with LSMS NPA-NXX-X Indicator set to TRUE and SOA NPA-NXX-X Indicator set to FALSE with a filter set to NOT receive the download



1 with LSMS NPA-NXX-X Indicator set to FALSE and SOA NPA-NXX-X Indicator set to TRUE with a filter set to receive the download



1 with LSMS NPA-NXX-X Indicator set to FALSE and SOA NPA-NXX-X Indicator set to TRUE with a filter set to NOT receive the download



 - Success



				Removed from Group phase.  Maps to test case 3.3.1 in Rel 3.0 Individual Certification.







				3.3.5 NPAC OP GUI – NPAC Personnel delete NPA-NXX-X Information to 3 LSMSs (2 EDR and 1 non-EDR – all systems completely fail the request) – Success



				Removed from Group phase. Maps to test case 3.3.5 in Release 3.0 Individual Certification.







				3.3.6 NPAC OP GUI - NPAC Personnel re-send a failed NPA-NXX-X de-pool request (3 SPIDs on the Failed-SP-List, 2 EDR and 1 non-EDR - resend to only  1 EDR SPID in the Failed-SP-List, the resend is successful to this one system) - Success



				Removed from Group phase.  Maps to test case 3.3.6 in Rel 3.0 Individual Certification.







				3.3.7 NPAC OP GUI - NPAC Personnel re-send a partially-failed NPA-NXX-X de-pool request (1 Service Provider is in the Failed-SP-List - resend to the only Service Provider (a non-EDR LSMS) in the Failed-SP-List, the resend is successful to this one system) – Success



				Removed from Group phase.  Maps to test case 3.3.7 in Rel 3.0 Individual Certification.







				4. Block Information







				4.1 Create Block Information







				4.1.1 SOA - Service Provider Personnel create a non-contaminated Number Pool Block – Success.



				Removed from Group phase.  Maps to test case 4.1.1 in Release 3.0 Individual Certification.







				4.1.2 NPAC OP GUI - NPAC Personnel schedule a Number Pool Block Create for a contaminated Block to be run at a future date, and the NPAC SMS activates upon scheduled date and time – Success



				Removed from Group phase.  Maps to test case 4.1.2 in Release 3.0 Individual Certification.







				4.1.5 SOA - Service Provider Personnel attempt to create a Number Pool Block when ‘pending-like, no-active’ Subscription Versions exist – Error



				Removed from Group phase.  Maps to test case 4.1.5 in Release 3.0 Individual Certification.







				4.1.6 NPAC OP GUI - NPAC Personnel re-schedule a Number Pool Block Create Event to run immediately.  The initial Number Pool Block Create Request that was initiated by the NPA-NXX-X Holder SOA has failed due to ‘pending-like, no active’ Subscription Versions. – Success



				Removed from Group phase.  Maps to test case 4.1.6 in Rel 3.0 Individual Certification.







				4.1.8 SOA - Service Provider Personnel create a Number Pool Block - (to at least 3 LSMSs – at least 1 EDR and 2 non-EDR) that results in a Full Failure – Success



				Removed from Group phase.  Maps to test case 4.1.8 in Rel 3.0 Individual Certification.







				4.1.9 NPAC OP GUI - NPAC Personnel re-send a full failure Number Pool Block create to 1 LSMS (1 EDR ) resulting in success (2 non-EDR systems are still on the Failed SP List) – Success



				Removed from Group phase.  Maps to test case 4.1.9 in Rel 3.0 Individual Certification.







				4.1.10 NPAC OP GUI - NPAC Personnel perform a resend of a previously ‘partial failure’ Number Pool Block to all Service Providers in the Failed SP List (2 non-EDR) – Success



				Removed from Group phase.  Maps to test case 4.1.10 in Rel 3.0 Individual Certification.







				4.1.11 SOA – Service Provider Personnel create a Number Pool Block (to at least 4 LSMSs - 2 non-EDR and 2 EDR) that results in a Partial Failure - Success



				Removed from Group phase.  Maps to test case 4.1.11 in Rel 3.0 Individual Certification.







				4.1.13 SOA – Service Provider Personnel create a Number Pool Block (to at least 4 LSMSs - 2 non-EDR and 2 EDR) that results in a Partial Failure (1 non-EDR system fails one TN and 1 EDR system fails) – Success



				Removed from Group phase.  Maps to test case 4.1.13 in Rel 3.0 Individual Certification.







				4.1.14 SOA – Service Provider Personnel create a Number Pool Block (to at least 4 LSMSs - 2 non-EDR and 2 EDR) that results in a Partial Failure (1 non-EDR system fails one TN and 2 EDR systems fails) – Success



				Removed from Group phase.  Maps to test case 4.1.14 in Rel 3.0 Individual Certification.







				4.2 Modify Block Information







				4.2.1 SOA- Service Provider Personnel modify an active Number Pool Block with the SOA Origination Indicator set to FALSE (and contains Subscription Versions with LNP Types of ‘POOL’, ‘LISP’ and ‘LSPP’) for at least 4 LSMSs (2 non-EDR and 2 EDR). – Success



				Removed from Group phase.  Maps to test case 4.2.1 in Release 3.0 Individual Certification.







				4.2.2 SOA – Service Provider Personnel modify the LRN for an active Number Pool Block and broadcast to at least 4 LSMSs (2 EDR and 2 non-EDR systems) resulting in Full Failure – Success



				Removed from Group phase.  Maps to test case 4.2.2 in Release 3.0 Individual Certification.







				4.2.3 SOA - Service Provider Personnel modify the routing data for an active Number Pool Block and broadcast to at least 4 LSMSs (2 EDR and 2 non-EDR systems) resulting in Partial Failure - Success



				Removed from Group phase.  Maps to test case 4.2.3 in Release 3.0 Individual Certification.







				4.2.4 NPAC OP GUI - NPAC Personnel re-send a failed Number Pool Block Modify Request for both EDR and non-EDR LSMSs – Success



				Removed from Group phase.  Maps to test case 4.2.4 in Release 3.0 Individual Certification.







				4.2.9 SOA - Service Provider Personnel modify the routing data for an active Number Pool Block and broadcast to at least 4 LSMSs (1 EDR and 3 non-EDR systems) resulting in Partial Failure (2 non-EDR systems fail two different TNs, the EDR system and one non-EDR system is successful) – Success



				Removed from Group phase.  Maps to test case 4.2.9 in Release 3.0 Individual Certification.







				4.2.10 SOA - Service Provider Personnel modify the routing data for an active Number Pool Block and broadcast to at least 4 LSMSs (2 EDR and 2 non-EDR systems) resulting in a Partial Failure (1 non-EDR systems fails one TN, and 1 EDR system fails) – Success



				Removed from Group phase.   Maps to test case 4.2.10 in Release 3.0 Individual Certification.







				4.2.11 SOA - Service Provider Personnel modify the routing data for an active Number Pool Block and broadcast to at least 4 LSMSs (2 EDR and 2 non-EDR systems) resulting in a Partial Failure (1 non-EDR systems fails one TN, and 2 EDR systems fail) – Success



				Removed from Group phase.  Maps to test case 4.2.11 in Release 3.0 Individual Certification Testing.







				5. Mass Updates







				5.1 NPAC OP GUI - NPAC Personnel submit a Mass Update request to update the LRN, specifying no restriction on LNP Type, and a TN range of 10,000 numbers that contains: 



one complete Number Pool Block owned by the requesting Service Provider with Subscription Versions of LNP Type ‘POOL’, as well as ‘LISP’ and ‘LSPP’ Subscription Versions  for another Service Provider



one complete Number Pool Block owned by the requesting Service Provider with Subscription Versions of LNP Type ‘POOL’ only.



one complete Number Pool Block which is not owned by the requesting Service Provider with Subscription Versions of LNP Type ‘POOL’, as well as ‘LISP’ and ‘LSPP’  Subscription Versions for the requesting Service Provider



Subscription Versions owned by both the requesting Service Provider and another Service Provider that are in neither Number Pool Block. 



– Success 



				Removed from Group phase.  Maps to test case 5.1 in Release 3.0 Individual Certification.







				5.2 NPAC OP GUI - NPAC Personnel submit a Mass Update request to update the CNAM DPC and SSN values, specifying no restriction on LNP Type, and a TN range that encompasses one complete block, using the Old NPA-NXX that is part of an NPA Split currently in Permissive Dialing Period (PDP). – Error



				Removed from Group phase.  Maps to test case 5.2 in Release 3.0 Individual Certification.







				5.5 NPAC OP GUI – NPAC Personnel submit a Mass Update request to update the CLASS DPC and SSN values, specifying no restriction on LNP Type, and a TN range that completely includes a Number Pool Block as well as Subscription Versions outside of the 1K Block, that are owned by the requesting Service Provider. – Success



				Removed from Group phase.  Maps to test case 5.5 in Release 3.0 Individual Certification.







				5.6 NPAC OP GUI – NPAC Personnel submit a Mass Update request to update the ISVM DPC and SSN values, specifying an LNP Type of ‘POOL’, and a TN range that completely includes a Number Pool Block, at least one but not all EDR LSMS(s) fail the request. – Success



				Removed from Group phase.  Maps to test case 5.6 in Release 3.0 Individual Certification.







				5.7 NPAC OP GUI – NPAC Personnel submit a Mass Update request to update the LIDB DPC and SSN values, specifying an LNP Type of ‘POOL’, and a TN range that completely includes a Number Pool Block that is owned by the requesting Service Provider as well as intersects a subset of another Number Pool Block that is not owned by the requesting Service Provider.  – Success



				Removed from Group phase.  Maps to test case 5.7 in Release 3.0 Individual Certification.







				6. Subscription Version Management







				6.2 Subscription Version Create Test Cases







				6.2.10 SOA - Service Provider Personnel submit an Activate request for a ‘pending’ Intra-Service Provider Subscription Version by the Code Holder, prior to the NPA-NXX-X Effective Date – Success



				Removed from Group phase.  Maps to test case 6.2.10 in Release 3.0 Individual Certification.







				6.2.11 SOA - Service Provider Personnel submit an Inter-Service Provider, Port-to-Original Activate request, after the Block existence – Success



				Removed from Group phase.  Maps to test case 6.2.11 in Release 3.0 Individual Certification.







				6.2.12 SOA - Service Provider Personnel submit an Activate request for a ‘pending’, Inter-Service Provider, Port-to-Original Subscription Version, one or more of the LSMSs that are accepting downloads for that NPA-NXX do not respond resulting in a partial failure – Success



				Removed from Group phase.  Maps to test case 6.2.12 in Release 3.0 Individual Certification.







				6.2.13 NPAC OP GUI - NPAC Personnel submit a resend for a ‘failed’ Port-to-Original Activate request and all LSMSs process the re-send – Success



				Removed from Group phase.  Maps to test case 6.2.13 in Release 3.0 Individual Certification.







				6.2.15 NPAC OP GUI - NPAC Personnel create an Inter-Service Provider Subscription Version for the New Service Provider, where the currently active SV exists for another Service Provider, after the NPA-NXX-X Creation and prior to the NPA-NXX-X Effective Date – Success



				Removed from Group phase.  Maps to test case 6.2.15 in Release 3.0 Individual Certification.







				6.2.16 SOA – Service Provider Personnel submit an Activate request for a ‘pending’, Inter-Service Provider, Port-to-Original Subscription Version, none of the LSMSs that are accepting downloads for that NPA-NXX respond resulting in a failure – Success



				Removed from Group phase.  Maps to test case 6.2.16 in Release 3.0 Individual Certification.







				6.5 Subscription Version Disconnect Test Cases







				6.5.1 SOA - Service Provider Personnel submit a Subscription Version Immediate Disconnect request for a TN that is part of a 1K Block, where the Subscription Version LNP Type is set to ‘LISP’, after the Block existence – Success



				Removed from Group phase.  Maps to test case 6.5.1 in Release 3.0 Individual Certification.







				6.5.2 SOA - Service Provider Personnel submit a Subscription Version Deferred Disconnect request for a TN that is part of a 1K Block, where the Subscription Version LNP Type is set to ‘LSPP’, after the Block existence, and the NPAC SMS disconnects upon scheduled date and time – Success



				Removed from Group phase.  Maps to test case 6.5.2 in Release 3.0 Individual Certification.







				6.5.3 SOA - Service Provider Personnel submit a Subscription Version Deferred Disconnect request for a TN that is part of a 1K Block, one or more of the LSMSs that are accepting downloads for that NPA-NXX do not respond resulting in a partial failure – Success



				Removed from Group phase.  Maps to test case 6.5.3 in Release 3.0 Individual Certification.







				6.5.5 NPAC OP GUI - NPAC Personnel resend a ‘partial failure’ disconnect request and all LSMSs respond – Success



				Removed from Group phase.  Maps to test case 6.5.5 in Release 3.0 Individual Certification.







				6.5.6 SOA - Service Provider Personnel submit a Subscription Version Immediate Disconnect request for a TN that is part of a 1K Block, after the Block Activation Date, none of the LSMSs that are accepting downloads for that NPA-NXX respond resulting in a failure – Success



				Removed from Group phase.  Maps to test case 6.5.6 in Release 3.0 Individual Certification.







				8. Resynchronization







				8.1 LSMS – Service Provider Personnel for an EDR LSMS submit a resynchronization request for Network Data, Block Data, SV Data and Notification Data by time range, over the LSMS to NPAC SMS Interface, with the Service Provider’s NPAC Customer LSMS NPA-NXX-X Indicator set to TRUE.  – Success



				Removed from Group phase.  Test case procedures incorporated into test case 187-1 from Release 3.2 Individual Certification.







				8.2 LSMS - Service Provider Personnel for a non-EDR LSMS submit a resynchronization request for Network Data, Block Data, SV Data and Notification Data by time range, over the LSMS to NPAC SMS Interface, with the Service Provider’s NPAC Customer LSMS NPA-NXX-X Indicator set to TRUE.  – Success



				Removed from Group phase.  Test case procedures incorporated into test case 187-1 from Release 3.2.







				8.3 SOA - Service Provider Personnel submit a resynchronization request for Network Data and Notification Data by time range, over the SOA to NPAC SMS Interface, with the Service Provider’s NPAC Customer SOA NPA-NXX-X Indicator set to TRUE. - Success



				Removed from Group phase.  Test case procedures incorporated into test case 187-4 from Release 3.2.







				9. Audits







				[bookmark: _Toc428591963]9.1 SOA - Service Provider Personnel initiate a full audit for a single TN, with LNP Type = POOL, for all Service Providers, no discrepancies exist. - Success



				Removed from Group phase.  Maps to test case 9.1 in Release 3.0 Individual Certification.







				9.2 NPAC OP GUI - NPAC Personnel initiate a full audit for a single TN, with LNP Type = POOL, for all Service Providers, discrepancies exist. - Success



				Removed from Group phase.  Maps to test case 9.2 in Release 3.0 Individual Certification.







				9.3 SOA - Service Provider Personnel initiate a full audit for a range of TNs, with LNP Type = POOL, LISP and LSPP, for all Service Providers, no discrepancies exist. - Success



				Removed from Group phase.  Maps to test case 9.3 in Release 3.0 Individual Certification.







				9.4 SOA - Service Provider Personnel initiate a full audit for a range TNs, with LNP Type = POOL, LISP, and LSPP, for all Service Providers, discrepancies exist. - Success



				Removed from Group phase.  Maps to test case 9.4 in Release 3.0 Individual Certification.







				9.5 SOA - Service Provider Personnel initiate a full audit based on TN range for all Service Providers, (a block indicated by the TN Range entry has a status of ‘sending’), no discrepancies exist. - Success



				Removed from Group phase.  Maps to test case 9.5 in Release 3.0 Individual Certification.







				Release 3.1 Test Cases







				Release 3.1 Performance Test Cases - Refer to section number 6.1.5 within Chapter 6 of this document







				1.	5000 New Service Provider Creates, submitted as 5 ranges of 1000 TNs each, if possible, otherwise submitted in the most efficient, fastest manner possible.







				 Removed from Certification Test Plan.







				2.	5000 Old Service Providers Creates on the same TNs as used in Item 1, submitted as 5 ranges of 1000 TNs each, if possible, otherwise submitted in the most efficient, fastest manner possible. 







				 Removed from Certification Test Plan.







				3.	Modification of 5000 existing “pending” subscription versions (the subscription versions created in Item 1 f, first bullet, of the Testing Approach section).  Each Service Provider (Old and New) should modify half of the subscription versions (2500 each).  They should each submit the modify requests as 2 ranges of 1000 and 1 range of 500, if possible, otherwise submitted in the most efficient, fastest manner possible.







				 Removed from Certification Test Plan.







				4.	Activation of 5000 existing “pending” subscription versions (the subscription versions created in Item 1 f, second bullet, of the Testing Approach section), submitted as 5 ranges of 1000 TNs each, if possible, otherwise submitted in the most efficient, fastest manner possible.







				 Removed from Certification Test Plan.







				Release 3.1 Functional Group Test Cases







				7.1 SOA - Old SP Personnel create a range of Inter-Service Provider subscription versions. Their Customer TN Range Notification Indicator is set to the value they will use in production. New SP does not submit their create request. Initial and Final Concurrence Windows Expire. – Success



				Removed from Group phase.  Maps to test case 2.1 in Release 3.1 Individual Certification.







				7.2 SOA – Service Provider Personnel activate a range of 1000 Inter-Service Provider subscription versions. Their Customer TN Range Notification Indicator is set to production value. In the pre-requisite create process the range is submitted as two smaller ranges, each with unique DPC/SSN data but the TNs used in the ranges are contiguous and the SVIDs assigned by the NPAC SMS are contiguous. The activate request is submitted as one range. At least one LSMS does not respond to the activate request, resulting in a partial failure. The re-send is successful. – Success



				Removed from Group phase.  Maps to test case 2.6 in Release 3.1 Individual Certification.







				7.3 SOA – Service Provider Personnel activate a range of 500 SVs. Their Customer TN Range Notification Indicator is set to production value. In the prerequisite SV create process the range is submitted as two smaller ranges. The TNs used in the ranges are contiguous and have the same feature data but other create activities are submitted between the range create requests to ensure that the SVIDs for the TNs in the ranges are not contiguous. The activate request is submitted as one range. The activate request results in one notification containing a list of the SVIDs. – Success



				Removed from Group phase.  Maps to test case 2.9 in Release 3.1 Individual Certification.







				7.4 SOA – Service Provider Personnel perform an immediate disconnect of a range of 500 active SVs. Their Customer TN Range Notification Indicator is set to production value. In the pre-requisite SV create process the range was submitted as two smaller range creates, each with the same feature data and, the SVIDs are contiguous within each range create. The immediate disconnect request is submitted as one range. The immediate disconnect request results in one notification containing a list of the SVIDs. – Success



				Removed from Group phase.  Maps to test case 2.16 in Release 3.1 Individual Certification.







				7.5 SOA – Current Service Provider Personnel issue a deferred disconnect for a range of 100 ‘active’ subscription versions. Their Customer TN Range Notification Indicator is set to production value. In the prerequisite create process the range is submitted as two smaller ranges. The TNs used in the ranges are contiguous and have the same feature data but other create activities are submitted between the range create requests to ensure that the SVIDs for the TNs in the ranges are not contiguous. The deferred disconnect request is submitted as one range. The disconnect-pending request results in one notification containing a list of the SVIDs. – Success



				Removed from Group phase.  Maps to test case 2.23 in Release 3.1 Individual Certification.







				7.6 SOA – New Service Provider Personnel cancel a range of 5000 Inter-Service Provider subscription versions for which the Old Service Provider has not yet concurred to. Their Customer TN Range Notification Indicator is set to production value. In the prerequisite create process the range is submitted as two smaller ranges. The TNs used in the ranges are contiguous and have the same feature data but other create activities are submitted between the range create requests to ensure that the SVIDs for the TNs in the ranges are not contiguous. The cancel request is submitted as one range. The cancel request results in one notification containing a list SVIDs. – Success



				Removed from Group phase.  Maps to test case 2.26 in Release 3.1 Individual Certification.







				7.7 SOA – Old Service Provider Personnel modify a range of 1000 ‘pending’ Inter-Service Provider subscription versions to change the authorization flag from TRUE to FALSE. Their Customer TN Range Notification Indicator is set to production value. In the prerequisite create process the range is submitted as two smaller ranges. The TNs used in the ranges are contiguous and have the same feature data but other create activities are submitted between the range create requests to ensure that the SVIDs for the TNs in the ranges are not contiguous. The modify request is submitted as one range. The modify request results in one notifications containing a list of the SVIDs. – Success



				Removed from Group phase.  Maps to test case 2.29 in Release 3.1 Individual Certification.







				7.8 SOA – Service Providers set their Customer TN Range Notification Indicator to the value they will use in production and perform a series of activities simultaneously, that emulate a period of time (15 – 30 minutes) in an actual production environment. NPAC SMS manages notifications accordingly. – Success



				Removed from Group phase.  Maps to test case 2.41 in Release 3.1 Individual Certification.







				7.9 NPAC and SOA – Service Providers have NPAC Personnel modify their notification priorities to ensure that they have notifications with the three different priorities (LOW, MEDIUM, and HIGH). The Service Providers verify that they receive the notifications according to the priorities listed in their SP Profile. – Success



				Removed from Group phase.  Maps to test case 2.41 in Release 3.1 Individual Certification.







				Release 3.2 Test Cases







				NANC 323-1 NPAC OP GUI – NPAC Personnel submit a request for a Partial SPID migration via Mass Update, where NPA-NXX, LRN, Subscription Version, NPA-NXX-X and Block Information exist for the migrating away from SPID.  Verification steps are performed to ensure the Service Provider system is now in synch with the NPAC SMS. – Success











				X



				X



				X



				



				X



				X







				NANC 187-1 LSMS – Service Provider Personnel for either an EDR or non-EDR LSMS submit a resynchronization request for Service Provider Data, Network Data, Block Data, Subscription Version Data and Notification Data by time range, over the LSMS to NPAC SMS Interface, with the Service Provider’s Local SMS Linked Replies Indicator set to their production setting.  The recovery response includes a number of Service Provider objects, Network Data objects, Number Pool Block objects, Notifications and Subscription Versions less than or equal to their respective Linked Replies Blocking Factors. – Success



				Removed from Group phase.  Maps to test case NANC 187-1 in Rel 3.2 Individual Certification.







				NANC 187-2 LSMS – Service Provider Personnel for either an EDR or non-EDR LSMS submit a resynchronization request for Service Provider Data, Network Data, and Subscription Version Data by time range, over the LSMS to NPAC SMS Interface, with the Service Provider’s Local SMS Linked Replies Indicator set to their production setting.  The recovery response includes a number of Network Data objects greater than the Service Provider and Network Data Linked Replies Blocking Factor and less than the Service Provider and Network Data Maximum Linked Recovered Objects as well as a number of Subscription Version objects greater than the Subscription Data Linked Replies Blocking Factor and less than the Subscription Data Maximum Linked Recovered Objects. – Success



				Removed from Group phase.  Maps to test case 187-2 in Rel 3.2 Individual Certification.







				NANC 187-4 SOA – Service Provider Personnel submit a resynchronization request for Service Provider Data, Network Data and Notification Data by time range, over the SOA to NPAC SMS Interface, with the Service Provider’s SOA Linked Replies Indicator set to their production setting.  The recovery response includes a number of Service Provider Data objects and Network Data objects less than or equal to the Service Provider and Network Data Linked Replies Blocking Factor and a number of Notifications less than or equal to the Notification Data Linked Replies Blocking Factor. - Success



				Removed from Group phase.  Maps to test case 187-4 in Rel 3.2 Individual Certification.







				Release 3.3 Functional Group Test Cases







				NANC 385 - Timer Calculation – Maintenance Window Time Behavior







				NANC 385-1  SOA – NPAC personnel use the Timer-Update-Tool to update timer expiration by 10 minutes, SP systems under test handle the impacted timers for their adjusted expiration time – Success



Prerequisites should include activities that create short and long initial and final concurrence timers, and short and long initial and final cancellation concurrence timers that are scheduled to expire on the same day as test after the maintenance window enactment in this test case.



				X



				X



				



				



				X



				







				Rel. 3.4 Functional Group Test Cases







				NANC 147 – Version ID Rollover Strategy







				NANC 147-1 SOA/LSMS – Service Providers under test submit a variety of requests (see test steps) to the NPAC for data that contains Record ID values assigned by the NPAC SMS and that result in a rollover of the inventory ID for those records.  Service Provider systems accept the replies with the rollover ID values.  Requests will include audits, subscription version create, LRN, NPA-NXX, NPA-NXX-X, and Number Pool Block create requests.



				X



				



				



				



				X



				X







				NANC 396 – NPAC Filter Management – NPA-NXX Filters







				NANC 396-1 SOA/LSMS – Service Provider Personnel (using their SOA) create an NPA-NXX for which Neustar NPAC Personnel have already established an NPA-NXX filter.  LSMSs do not receive the NPA-NXX create download - Success







In this test case, Neustar NPAC Personnel can create the NPA-NXX filter for some/not all Service Providers participating in the Group test.  Then, one Service Provider participating in the test (and for whom a respective NPA-NXX filter was established) will create the NPA-NXX.  The NPAC SMS will process the request, creating the NPA-NXX on the NPAC SMS and only broadcasting to those Service Providers for whom a filter does not exist.



				X



				



				



				



				X



				X







				NANC 396-2 LSMS – Service Provider Personnel (using their SOA) or NPAC Personnel activate a single SV where an NPA Filter exists for the TN specified in the activation request.  LSMS does not receive download. – Success







NPAC Personnel will establish the NPA filter during prerequisites for some/not all Service Providers participating in the test.  The NPAC SMS will process the SV activate request broadcasting based on the filters.







(based on regression TC 2.8)



				X



				



				



				



				X



				X







				NANC 396-3 LSMS – Service Provider Personnel (using their SOA) or NPAC Personnel activate a single SV where an NPA Filter and NPA-NXX filter exists for the TN specified in the activation request.  LSMS does not receive download – Success







NPAC Personnel will establish the NPA filter during prerequisites for some/not all Service Providers participating in the test.  







Some but not all SPs (who support the functionality) will establish an NPA-NXX filter (NPAC will create it on behalf of SPs who cannot create filters over the interface).







The NPAC SMS will process the SV activate request broadcasting based on the filters.







(based on regression TC 2.8)



				X



				



				



				



				X



				X







				TOTALS



				110



				7



				6



				3



				10



				9
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This section contains all test cases written for group Service Provider Turn Up testing of Release 1.X of the NPAC software.  
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The following section describes a set of scenarios that are to be executed by the Service Providers that are participating in the SP to SP phase of testing of the NPAC LNP Turn-up process. Section 1 identifies preparatory steps that must be executed before SP to SP testing can begin.  Section 2 describes the details of creating a recommended test set of network data to be used in the scenarios to follow.  Section 3 describes the beginning of the SP to SP testing period, and provides the details for an initial scenario called the "Round Robin" that is intended to insure successful basic interoperability of all SP's participating in the test. They describe the details of a series of scenarios to be executed by service provider "pairs", with section 4 applying to the SP1/SP2 pair, and section 5 applying to the SP3/SP4 pair.  Should a test case propose that a Service Provider perform a test with functionality that they do not support, or that they would not perform in a normal business process, they may either defer the test case, or perform it however they would in a normal business environment.  This should be coordinated with the NPAC testers involved with that pair of Service Providers.







A Service Provider is expected to use their natural GTT and/or LRN data.  Once the initial network data has been created and is known by all parties, the individual service provider pairs are expected to agree upon specific TN's and other test data as required in the pair testing scenarios.
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This test plan addresses all testing necessary for a new entrant into a region. This testing is expected to take 14 days to complete.   Service providers who have successfully completed SP to SP testing in other regions are only expected to do Round Robin testing and Fail over testing.  Performance testing for a service provider is optional.  Requirements for execution of performance tests are left to the region to determine.







1. Set up 







To begin the Group phase of test, it is recommended that each service provider request a Bulk Data Download (BDD) to ensure they have all the Service Provider ID’s (SPIDs) in their local systems.  If the service provider loaded a BDD at the beginning of their test cycle and they have been connected since the beginning of the Group phase their systems may have all the SPIDs and therefore a BDD is not required.



The NPAC test engineer will provide an NPA-NXX and LRN that have the same LATA ID to each service provider prior to the start of the Group phase.  The service provider engineer should proceed to open the NPA-NXX and LRN using whatever production-like means they would normally use to create the data on the NPAC SMS.  Each service provider participating in this phase should then confirm they received the network data downloads as appropriate.











2. Create Network Data for Group Test Scenarios







To expedite the Group phase of test the Region supports NPA to region validation tunable will be turned off.  



Each service provider should create five NPA-NXXs with an Effective Date one day in the past and 5 LRNS with the same LATA ID and using their production systems (as they normally would).  



















3. SP2SP Testing







The SP2SP Testing consists of 2 phases. The first phase is a round robin scenario where a TN is ported from the Incumbent service provider to the other service providers and back to Incumbent service provider.  The second phase consists of the porting TNs between service provider pairs assigned by the NPAC test engineer. The SOA activity of porting a TN is exercised between the pairs of service providers and the LSMS broadcast activity is exercised by all LSMSs' simultaneously.















3.1 Round Robin Testing







The Round Robin testing involves porting a TN from a Code Holder SPID, among the other service providers and back to the Code Holder SPID. This testing is used as a sanity/stability check to verify that everyone is ready for SP2SP testing. It is considered to be one test case with multiple steps and needs to be executed by the service providers and NPAC test engineer as a team.







Due to the limited amount of time for SP2SP testing, service providers use the current date for the newSP-duedate and oldSP-duedate values. The following outlines the activity and the flow of the round robin testing.







3.1.1 Port TN from Code Holder SPID to another SPID - 1st time ported TN. The new service provider, creates a pending port (newSP-Create) for the test TN. The Code Holder SPID concurs with the pending port. Next, the new SPID activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 







Note: since this is a 1st time ported TN, a NewNPA-NXX notification (NPA-NXX for the test TN) should be sent to all SOA and LSMSs when the pending port is created. 







The NPAC test engineer issues an audit of the test TN (just activated) to all service providers and verifies the results of the audit (TN and GTT data) via the audit report. Also, all participating service providers verify the port by issuing queries to the NPAC SMS for the active TN. 







3.1.2 Port the test TN from the current SPID to another SPID - previously ported TN. The next appropriate service provider, as decided by the NPAC test engineer creates a pending port (newSP-Create) for the test TN. The current SPID concurs with the pending port. Next, the new SPID activates the pending port and the NPAC SMS broadcasts an M-Create of the subscriptionVersion object to all LSMSs.  







The NPAC test engineer issues an audit of the test TN to all service providers and verifies the results of the audit (TN and GTT data) via the audit report. Also, all participating service providers verify the port by issuing queries to the NPAC SMS for the active TN. 







Continue to port the test TN amongst all remaining service providers in the Group.  Once all service providers have activated a port for the test TN once, then port the TN to the original service provider.











3.1.4 Port the test TN from "back to original" – previously ported TN.







As the new service provider and original owner of the TN, the Code Holder creates a pending port (newSP-Create) with the "port to original" flag equal to TRUE for the test TN. The current SPID concurs with the pending port. Next, the Code Holder activates the pending port and the NPAC SMS broadcasts M-Delete the subscriptionVersion object to all LSMSs. 







NPAC Personnel issues an audit of the test TN to all service providers and verifies the results of the audit (TN and GTT data) via the audit report. Also, all participating service providers verify the port by issuing queries to the NPAC SMS for the active TN.
















4. Partner Testing 



During this phase of test the NPAC test engineer will assign service provider pairs to perform porting activities between.  



4.1 Port TN from SP1 to SP2 - 1st ported TN (create pending port, modify pending, activate, modify active, port to original)







1. As the new service provider, SP2 (SPID2) creates a pending port (newSP-Create - LSPP) for a single TN with a future Due Date (this may or may not be the 1st ported number for NPA-NXX). SP1 (SPID1) concurs with the pending port (oldSPCreate, authorization = True). 







2. SP2 modifies the LRN value for the pending port via the SOA interface. 







3. SP1 modifies the oldSP-duedate value (to the current date) for the pending port via the SOA interface. SP2 modifies their Due Date (to the current date).







4. SP2 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 







5. NPAC test engineer and/or service provider perform audit of the single TN.







6. SP2 modifies GTT data for the ported TN (active) via the SOA interface. 







7. As the old service provider, SP2 (SPID2) creates a pending port with a future Due Date (oldSP-Create - LSPP) for the TN. SP1 (SPID1) concurs with the pending port (newSPCreate) with the "port to original" flag set to Yes/True. 







8. SP2 modifies the oldSP-duedate (to the current date) for the pending port via the SOA interface. SP1 modifies the newSP-duedate value (to the current date) for the pending port via the SOA interface. 







9. SP1 activates the pending port and the NPAC SMS broadcast an M-Delete of the subscriptionVersion object to all LSMSs. 







10.  NPAC test engineer and/or service provider perform audit of the single TN.















4.2 Port TN Range from SP2 to SP1 



(create pending port, modify pending, activate, mass update, port to original)







1. As the new service provider, SP1 (SPID1) creates a pending port (newSP-Create - LSPP) for a TN range with a future Due Date. SP2 (SPID2) concurs with the pending ports (oldSPCreate, authorization = True). 







2. SP1 modifies the LRN value for the pending ports via the SOA interface. 







3. SP2 modifies the oldSP-duedate value (to the current date) for the pending ports via the SOA interface. SP1 modifies their Due Date (to the current date).







4. SP1 activates the pending ports and the NPAC SMS broadcasts an M-Action of the subscriptionVersion objects to all LSMSs. 







5. SP1 contacts NPAC test engineer to perform a mass update on the LRN value of the TN range.







6.  NPAC test engineer and/or service provider perform audit of the TN range.







7. As the old service provider, SP1 (SPID1) creates a pending port (oldSP-Create - LSPP) for the TN range with a future Due Date. SP2 (SPID2) concurs with the pending ports (newSPCreate) with the "port to original" flag set to Yes/True. 







8. SP1 modifies the oldSP-duedate (to the current date) for the pending ports via the SOA interface. SP2 modifies the newSP-duedate value (to the current date) for the pending ports via the SOA interface. 







9. SP2 activates the pending ports and the NPAC SMS broadcasts a scope/filter M-Delete of the subscriptionVersion objects to all LSMSs. 







10. NPAC test engineer and/or service provider perform audit of the TN range.















4.3 Port TN from SP2 to SP2 - 1st ported TN (create pending port, modify pending, activate, modify active, disconnect)







1. As the new service provider, SP2 (SPID2) creates a pending port (newSP-Create - LISP) for a single TN (1st ported number for NPA-NXX ?) using the current date as the Due Date. 







2. SP2 modifies the Billing ID value for the pending port via the SOA interface. 







3. SP2 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 







4. SP2 modifies End User Location Value for the ported TN (active) via the SOA interface. 







5. NPAC test engineer and/or service provider perform audit of the single TN.







6. As the new service provider, SP1 (SPID1) creates a pending port (newSP-Create - LSPP) for a single TN using the current date as the Due Date. SP2 concurs with the pending port.







7. SP1 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 







8. SP1 submits an immediate disconnect request for the ported TN via the SOA interface.







9. NPAC test engineer and/or service provider perform audit of the single TN.















4.4 Port TN Range from SP2 to SP2 - 1st ported TN  (create pending port, modify pending, activate, mass update, disconnect)







1. As the new service provider, SP2 (SPID2) creates a pending port (newSP-Create - LISP) for a TN range (1st ported TN for NPA-NXX ?) using a future Due Date.  







2. SP2 modifies the newSP-duedate values (to the current date) for the pending ports via the SOA interface.  







3. SP2 activates the pending port and the NPAC SMS broadcast an M-Action of the subscriptionVersion objects to all LSMSs. 







4. SP2 contacts NPAC test engineer to perform a mass update on the ISVM DPC value of the TN range.







5. SP2 disconnects the ported TN via the SOA interface.







6. NPAC Personnel and/or service provider perform audit of the TN range.











4.5 Port TN from SP1 to SP1  - 1st ported TN  (create pending port, modify pending, activate, modify active, disconnect.)







1. As the new service provider, SP1 (SPID1) creates a pending port (newSP-Create - LISP) for a single TN (1st ported number for NPA-NXX ?) using a future Due Date. 







2. SP1 modifies the newSP-duedate value (to the current date) for the pending port via the SOA interface. 







3. SP1 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 







4. SP1 modifies GTT values for the ported TN (active) via the SOA interface. 







5. NPAC test engineer and/or service provider perform an audit of the single TN.







6. SP1 submits an immediate disconnect request for the ported TN via the SOA interface.











4.6 Port TN Range from SP1 to SP1 - 1st ported TN (create pending port, modify pending, activate, mass update, disconnect.)







1. As the new service provider, SP1 (SPID1) creates a pending port(newSP-Create - LISP) for a TN range (1st ported TN for NPA-NXX? ) using a future Due Date. 







2. SP1 modifies the newSP-duedate values (to the current date) for the pending ports via the SOA interface. 







3. SP1 activates the pending ports and the NPAC SMS broadcast an M-Action of the subscriptionVersion objects to all LSMSs. 







4. SP1 contacts NPAC test engineer to perform a mass update on the ISVM DPC value of the TN range.







5. NPAC test engineer and/or service provider perform an audit of the TN range.







6. As the new service provider, SP2 (SPID2) creates a pending port (newSP-Create - LSPP) for a TN range specifying the current date for the Due Date. SP1 concurs with the pending port.







7. SP2 activates the pending ports and the NPAC SMS broadcast an M-Create of the subscriptionVersion objects to all LSMSs. 







8. SP2 submits an immediate disconnect request for the ported TNs via the SOA interface.







9. NPAC test engineer and/or service provider perform audit of the TN range.











4.7 Port TN from SP1 to SP2



(new create pending port, oldSP-CreateRequest notification, concurrence, activate, disconnect)







1. As the new service provider, SP2 (SPID2) creates a pending port (newSP-Create - LSPP) for single TN specifying the current date for the Due Date. SP1 (SPID1) does not concur. 







2. The initial concurrence window expires and the oldSP-CreateRequest notification is sent to SP1. 







3. SP1 concurs with the pending port (oldSPCreate, authorization=True). 







4. SP2 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 







5. NPAC test engineer and/or service provider perform audit of the single TN.







6. SP2 submits an immediate disconnect request for the ported TN via the SOA interface.











4.8 Port TN from SP2 to SP1



(new create pending port, initial concurrence window expiration, oldSP-CreateRequest notification, final concurrence window expiration, activate, disconnect)







1. As the new service provider, SP1 (SPID1) creates a pending port (newSP-Create - LSPP) for a single TN specifying the current date for the Due Date. SP2 (SPID2) does not concur. 







2. The initial concurrence window expires and the oldSP-CreateRequest notification is sent to SP2. 







3. The final concurrence window expires.







4. SP1 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 







5. NPAC test engineer and/or service provider perform audit of the single TN.







6. SP1 submits an immediate disconnect request for the ported TN via the SOA interface.











4.9 Port TN from SP1 to SP2 and back while experiencing conflict (create pending port, set into conflict, modify conflict, remove from conflict, activate)







1. As the new service provider, SP2 (SPID2) creates a pending port (newSP-Create - LSPP) for a single TN with specifying a date three days in the future for the Due Date. SP1 (SPID1) concurs with the pending port (oldSPCreate, authorization=False, cause code is duedate mismatch) and the status of the pending port is set to conflict. 







2. SP2 modifies the newSP-duedate (to the current date).







3. SP1 removes the pending port from conflict (within the conflict



window).







4. SP2 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion objects to all LSMSs. 







5. NPAC test engineer and/or service provider perform audit of single TN.







6. As the new service provider, SP1 (SPID1) creates a pending port (newSP-Create - LSPP) for the single TN specifying a date three days in the future for the Due Date. SP2 concurs with the pending port (oldSPCreate, authorization = True). Note that this is not a "port to original" request.







7. SP2 modifies the pending port setting the authorization = False and the cause code FOC not received. The status of the pending port is updated to conflict. 







8. SP1 modifies the newSP-duedate (to the current date). SP2 modifies the oldSP-duedate (to the current date).







9. SP2 removes the pending port from conflict (within the conflict window).







10. SP1 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 







11. NPAC test engineer and/or service provider perform audit of single TN.











4.10 Cancel Pending Port by new - no concurrence by old (create pending port by new, cancel by new, create by old, no concurrence by new)







1. As the new service provider, SP2 (SPID2) creates a pending port (newSP-Create - LSPP) for a single TN with a future Due Date.  No concurrence from SP1.







2. SP2 cancels the pending port and the status of the pending port is set to canceled.







3. As the old service provider, SP1 creates a pending port (oldSP-Create - LSPP) for a single TN with a future Due Date.  No concurrence from SP2.







4. Initial concurrence window expires and NewSP-CreateRequest is sent to SP2 asking for its concurrence.







5. Final concurrence window expires.  The subscription version will remain in a status of pending based on the Pending Subscription Retention tunable.  After the duration of the tunable has passed the status of the port is set to canceled.











4.11 Cancel Pending Port by old - no concurrence new



(create pending port by old, cancel by old, create by new, no concurrence by old, activate)







1. As the old service provider, SP1 creates a pending port (oldSP-Create - LSPP) for a single TN specifying the current date for the Due Date.  No concurrence from SP2.







2. SP1 cancels the pending port and the status of the pending port is set to canceled.







3. As the new service provider, SP2 creates a pending port (newSP-Create - LSPP) for a single TN specifying the current date for the Due Date.  No concurrence from SP1.







4. Initial concurrence window expires and OldSP-CreateRequest is sent to SP1 asking for its concurrence.







5. Final concurrence window expires.







6. SP2 activates the pending port.







7. Audit performed by NPAC test engineer and/or service provider whose SOA supports audits.











4.12 Cancel Pending Port by new - no concurrence old



(create pending port, concurrence, cancel by new, acknowledge cancel)







1. As the new service provider, SP2 (SPID2) creates a pending port (newSP-Create – LSPP) for a single TN specifying the current date for the Due Date. SP1 (SPID1) concurs with the pending port (oldSPCreate, authorization = True). 







2. SP2 cancels the pending port and the status is updated to cancel pending. 







3. SP1 acknowledges the cancel and the status is updated to canceled.











4.13 Cancel Pending Port by new - concurred pending port



(create pending port, concurrence, cancel by new, initial cancel window expires, acknowledge cancel)







1. As the new service provider, SP1 (SPID1) creates a pending port (newSP-Create - LSPP) for a single TN specifying the current date for the Due Date. SP2(SPID2) concurs with the pending port (oldSPCreate, authorization=True). 







2. SP1 cancels the pending port and the status is updated to cancel pending. 







3. The initial cancellation window expires and the CancellationAcknowledgeRequest notification is sent to SP2. 







4. SP2 acknowledges the cancel and the status is updated to cancelled.











4.14 Cancel Pending Port by old - concurred pending port



 (create pending port, concurrence, cancel by old, acknowledge cancel by new)







1. As the new service provider, SP2 (SPID2) creates a pending port (newSP-Create - LSPP) for a single TN specifying the current date for the Due Date. SP1 (SPID1) concurs with the pending port (oldSPCreate, authorization=True). 







2. SP1 cancels the pending port and the status is updated to cancel pending. 







3. SP2 acknowledges the cancel and the status is updated to cancelled.











4.15 Cancel Pending Port by old - concurred pending port 



(create pending port, concurrence, cancel by old, initial cancel window expires, final cancel window expires, conflict)







1. As the new service provider, SP1(SPID1) creates a pending port (newSP-Create - LSPP) for a single TN specifying the current date for the Due Date. SP2 (SPID2) concurs with the pending port (oldSPCreate, authorization=True). 







2. SP2 cancels the pending port and the status is updated to cancel pending. 







3. The initial cancellation window expires and the CancellationAcknowledgeRequest notification is sent to SP1. 







4. The final cancellation window expires and the status of the pending port is updated to conflict.











4.16 Cancel Pending Port by new - concurred pending port



(create pending port, concurrence, cancel by new, initial cancel window



expires, final concurrence window expires)







1. As the new service provider, SP2 (SPID2) creates a pending port (newSP-Create - LSPP) for a single TN specifying the current date for the Due Date. SP1 (SPID1) concurs with the pending port (oldSPCreate, authorization = True). 







2. SP2 cancels the pending port and the status is updated to cancel pending. 







3. The initial cancellation window expires and the CancellationAcknowledgeRequest notification is sent to SP1. 







4. The final cancellation window expires and the status of the pending port is updated to canceled.



















4.17 Delete NPA-NXX open for portability.







1. SP1 deletes an NPA-NXX via their SOA interface







2. SP1 deletes an NPA-NXX via their LSMS interface







3. SP2 deletes an NPA-NXX via their SOA interface











4.18 Delete LRN.







1. SP1 deletes LRN via their SOA interface







2. SP1 deletes LRN via their LSMS interface







3. SP2 deletes LRN via their SOA interface
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				8.2.1 Scheduled Site Switchover







				Purpose:



				A scheduled site switchover.







				Requirements:



				







				Prerequisites:



				Using the contact information, and the procedures in the M&P manual, NPAC personnel will notify all service providers of the expected system outage.



Prior to the scheduled site switchover, all service providers will perform random queries of their network data, and subscription version data to be able to verify that the data currently available on the primary NPAC is also available after the switchover occurs.







				Expected Results:



				RESULT-1:  At the appointed time, NPAC personnel will abort any remaining associations at the primary NPAC site, and will then execute the procedures necessary to make the backup site available.



RESULT-2:  All service providers will be notified of the backup site's availability, and will re-establish their associations.



RESULT-3:  Once normal operations are re-established with the backup site, all service providers will execute the SP to SP testing scenario 3.1, "Round Robin Testing" using a different set of data



RESULT-4:  After the testing scenario is completed, NPAC personnel will abort any remaining associations at the backup site, and will then execute the procedures necessary to restore operation  to the primary NPAC site.



RESULT-5:  All service providers will be notified of the primary site's availability, and will re-establish their associations.



RESULT-6:  After re-establishing normal communications with the NPAC primary site, all service providers will perform queries to verify that all new data created while connected to the backup site is now available at the restored primary site.







				Actual Results:



				




















				8.2.2 Unscheduled Site Switchover







				Purpose:



				To perform an Unscheduled Site Switchover.







				Requirements:



				







				Prerequisites:



				Prior to the unscheduled site switchover, all service providers will perform random queries of their network data, and subscription version data to be able to verify that the data currently available on the primary NPAC is also available after the switchover occurs.







				Expected Results:



				RESULT-1:  At the agreed upon time, NPAC personnel will perform a scenario that will simulate a short-term facilities outage.  At that time, all currently connected service providers will lose their current associations.



RESULT-2:  Following the M&P guidelines, service providers will be notified of the outage, and directed to re-establish their associations at the backup site.



RESULT-3:  Once normal operations are re-established with the backup site, all service providers will create a new NPA-NXX data entry.



RESULT-4:  NPAC personnel will notify all service providers of the expected availability of the primary site.



RESULT-5:  When the primary site is ready to resume normal operations, all service providers will discontinue operation at the backup site, and re-establish their associations at the primary NPAC.



RESULT-6:  After re-establishing normal communications with the NPAC primary site, all service providers will perform queries to verify that all new data created while connected to the backup site is now available at the restored primary site.







				Actual Results:
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This section contains all test cases written for group Service Provider Turn Up testing of Release 2.0 of the NPAC software.  
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7.   Group Turn Up Test Scenarios related to NPAC Release 3.2.
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				A.



				TEST IDENTITY



				







				



				Test Case Number:



				NANC 323-1



				SUT Priority:



				SOA 



				Required







				



				



				



				



				LSMS



				Required







				



				Objective:







				NPAC OP GUI – NPAC Personnel submit a request for a SPID migration, where NPA-NXX, LRN, Subscription Version, NPA-NXX-X and Block Information exist for the migrating away from SPID.  Verification steps are performed to ensure the Service Provider system is now in synch with the NPAC SMS. – Success







				



				



				







				B.



				REFERENCES



				







				 



				NANC Change Order Revision Number:



				



				Change Order Number(s):



				NANC 323 







				



				NANC FRS Version Number:



				3.2.0



				Relevant Requirement(s):



				RR3-255, RR3-256, RR3-257, RR3-258, RR3-259, RR3-260, RR3-261, RR3-262, RR3-263, RR3-264, RR3-265, RR3-266, RR3-267, RR3-268, RR3-269, RR3-270, RR3-271, RR3-272, RR3-273, RR3-274, RR3-276, RR3-277







				



				NANC IIS Version Number:



				3.2.0



				Relevant Flow(s):



				







				



				



				







				C.



				PREREQUISITE



				







				



				Prerequisite Test Cases:



				







				



				Prerequisite NPAC Setup:



				While all SOAs/LSMSs are associated with the NPAC SMS, create test data that includes an NPA-NXX, LRN and NPA-NXX-X for a “Migrating Away From SPID”:



a)    Create a new NPA-NXX for the ‘Migrating Away From’ SPID. (NPA-NXX a1 )



b)    Create a new LRN for the ‘Migrating Away From’ SPID, that would logically be associated with the NPA-NXX created in (a) above. (LRN b1)



c)    Create a new NPA-NXX-X for the ‘Migrating Away From’ SPID respective that uses the LRN that was created in (b) above. (NPA-NXX-X c1)



d)    Activate a Number Pool Block for the NPA-NXX-X created in (c) above.  Verify this NPB has a status of ‘Active’ (NPB group d1) (SV group d1).



e)    Create and Activate a range of at least 10 TNs that use the LRN created in (b) above.  (SV group f1).  Verify this range of Subscription Version has a status of ‘Active’.



f)    Initiate a Deferred Disconnect for a range of 2 TNs respective to SV group f2 above.  Verify this range of Subscription Versions has a status of ‘Disconnect-Pending’.  (SV group g)



g)    Immediately Disconnect one of  the TNs that was activated in (f) above, (SV group f1).  Verify this Subscription Versions has a status of ‘Old’. (SV group h)



h)    Create and Activate a range of 10 PLRN SVs for the NPA-NXX that is migrating in this SPID Migration.  Verify this range of PLRN Subscription Versions has a status of ‘Active’ (P-SV group j).











				



				Prerequisite SP Setup:



				Systems are disassociated while they update their local databases using the SIC-SMURF files from the NPAC SMS.







				



				



				







				D.



				TEST STEPS and EXPECTED RESULTS







				Row #



				NPAC or SP



				Test Step







				NPAC or SP



				Expected Result











				1.



				NPAC



				NPAC Personnel generate Selection Input Criteria SPID Mass Update (SIC-SMURF) Files based on SPID Migration prerequisite data.



				NPAC



				The SIC-SMURF files are generated and made available on the Service Provider FTP sites.











				2.



				SP



				Service Provider Personnel receive the SIC-SMURF files, take their systems ‘off-line’ from the NPAC SMS, and load the files into their LSMS system.



				SP



				Using the SOA/LSMS system, verify as applicable:



NPA-NXX a1was updated to reflect the ‘Migrating To’ SPID



LRN b1 was updated to reflect the ‘Migrating To’ SPID



NPA-NXX-X c1 was updated to reflect the ‘Migrating To’ SPID



NPB group d1 was updated to reflect the ‘Migrating To’ SPID



SV group d1, SV group e1, SV group f, and SV group g* were updated to reflect the ‘Migrating To’ SPID



SV group h exists on the NPAC SMS with a status of ‘Old’ so verify on the local system as capable.



SV group j was updated to reflect the ‘Migrating To’ SPID – if the Service Provider supports PLRN records.







				3.



				NPAC



				At the same time as row 2 above, NPAC Personnel update the NPAC SMS database using the SIC-SMURF files.



				NPAC



				Verify the following on the NPAC SMS:



NPA-NXX a1 was updated to reflect the ‘Migrating To’ SPID



LRN b1 was updated to reflect the ‘Migrating To’ SPID



NPA-NXX-X c1 was updated to reflect the ‘Migrating To’ SPID



NPB group d1 was updated to reflect the ‘Migrating To’ SPID



SV group d1, SV group e1, SV group f, and SV group g were updated to reflect the ‘Migrating to’ SPID



SV group j was updated to reflect the ‘Migrating To’ SPID.







				4.



				SP



				After both the NPAC and Service Provider Personnel have successfully loaded the SIC-SMURF files into their respective databases, Service Provider Personnel re-associate their local systems with the NPAC SMS.



				SP



				The Service Provider local systems are associated with the NPAC SMS.







				5.



				SP



				



Service Provider Personnel perform subscription version and number pool block queries for the migrated data.



				SP/NPAC



				Verify that the records reflect the appropriate Old and New Service Providers based on the SPID Migration data.







				E.



				Pass/Fail Analysis, NANC 323-1







				Pass



				Fail



				NPAC Personnel performed the test case as written.







				Pass



				Fail



				Service Provider Personnel performed the test case as written.



	







				Pass



				Fail



				Service Provider Personnel were able to successfully process the SIC-SMURF file updates with their local databases in a timely fashion.
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				A.



				TEST IDENTITY



				







				



				Test Case Number:



				NANC 385-1



				SUT Priority:



				SOA 



				Required







				



				



				



				



				LSMS



				N/A







				



				Objective:







				SOA – NPAC personnel use the Timer-Update-Tool to update timer expiration by 10 minutes, SP systems under test handle the impacted timers for their adjusted expiration time – Success



Prerequisites should include activities that create short and long initial and final concurrence timers, and short and long initial and final cancellation concurrence timers that are scheduled to expire on the same day as test after the maintenance window enactment in this test case.







				



				



				







				B.



				REFERENCES



				







				 



				NANC Change Order Revision Number:



				



				Change Order Number(s):



				NANC 385







				



				NANC FRS Version Number:



				



				Relevant Requirement(s):



				RR6-187, RR6-188







				



				NANC IIS Version Number:



				



				Relevant Flow(s):



				B.5.1.6.2, B.5.1.6.3, B.5.1.6.4, B.5.1.6.5, B.5.3.2







				



				



				







				C.



				PREREQUISITE



				







				



				Prerequisite Test Cases:



				







				



				Prerequisite NPAC Setup:



				As this TC is going to be executed in the group phase of testing, each provider in the group should have their own set of TNs a and c or TNs b and d.



The following steps identify porting scenarios with both short and long timers.  Depending on the Timer Type that the Service Provider under test supports, only those respective porting scenarios may be created.  For example, a Service Provider that supports Long Timers is not required/able to create porting scenarios that result in the use of Short Timers.  Please create porting scenarios based on the Timer Type supported by the Service Provider under test.



1.  Set the following timers to values that will expedite this feature testing:



Long Initial Concurrence Timer set to ______ (default 9 hr)



Short Initial Concurrence Timer set to ______ (default 1 hr)



Long Final Concurrence Timer set to _______ (default 9 hr)



Short Final Concurrence Timer set to _______ (default 1 hr)



Long Cancellation-Initial Concurrence Window set to _____ (default 9 hr)



Short Cancellation-Initial Concurrence Window set to _____ (default 9 hr)



Long Cancellation-Final Concurrence Timer set to _____ (default 9 hr)



Short Cancellation-Final Concurrence Timer set to _____ (default 9 hr)



2.  Prior to simulated maintenance period establish the following porting scenarios:



a.  New SP Create where SP under test is Old SP (using Short timers) (TN a __________).



b.  Old SP Create where SP under test is New SP (using Long timers) (TN b ___________).



c.  Work with Service Provider under test to create/concur to an Inter-SP Subscription Version (using Short timers) (TN c _________________).



d.  Work with the Service Provider under test to create/concur to an Inter-SP Subscription Version (using Long timers) (TN d______________).



3.  Verify that the following Subscription Versions exist:



a.  TN a exists with a status of Pending and only the NPAC acting as the New SP has issued a create request for this TN.  The SV is using short timers.



b.  TN b exists with a status of Pending and only the NPAC acting as the New SP has issued a create request for this TN.  The SV is using long timers.



c.  TN c exists with a status of Cancel-Pending.  The Service Provider under test issued the cancel request for the TN and the SV is using short timers.



d.  TN d exists with a status of Cancel-Pending.  The Service Provider under test issued the cancel request for the TN and the SV is using long timers. 







				



				Prerequisite SP Setup:



				1.  Prior to simulated maintenance period work with NPAC personnel to establish porting scenarios that will result in the timers listed in NPAC Prerequisites step 1 to expire.



a.  Do not concur to TN a.



b.  Do not concur to TN b.



c.  Concur to the create for TN c.  Then issue a cancel request for TN c.



d.  Concur to the create for TN d.  Then issue a cancel request for TN d.







				



				



				







				D.



				TEST STEPS and EXPECTED RESULTS







				Row #



				NPAC or SP



				Test Step







				NPAC or SP



				Expected Result











				1.



				NPAC



				NPAC Maintenance Window starts.



				



				







				2.



				NPAC 



				NPAC personnel use the Timer Update Tool to specify the start and end time of the maintenance window.



				NPAC



				NPAC uses the start and end Maintenance Window times to determine at what time the timers should expire/notifications should be sent to respective service provider systems.







				3.



				NPAC



				NPAC SMS issues the following notifications based on the Timer Update Tool adjustments:



If the Service Provider’s TN Range Indicator is set to TRUE, the NPAC SMS will send:



1. M-EVENT-REPORT subscriptionVersionRangeOldSP-ConcurrenceRequest upon expiration of the Short Initial Concurrence Timer for TN a.



2. M-EVENT-REPORT subscriptionVersionRangeOldSPFinalConcurrenceWindowExpiration upon expiration of the Short Final Concurrence Timer for TN a.



3. M-EVENT-REPORT subscriptionVersionRangeNewSP-CreateRequest upon the expiration of the Long Initial Concurrence Timer for TN b.



4. M-EVENT-REPORT subscriptionVersionRangeNewSP-FinalCreateWindowExpiration upon the expiration of the Long Final Concurrence Timer for TN b.



5. M-EVENT-REPORT subscriptionVersionRangeCancellationAcknowledgeRequest upon expiration of the Short Cancellation-Initial Concurrence Window for TN c.



6. M-EVENT-REPORT subscriptionVersionRangeStatusAttributeValueChange indicating the status is now Conflict upon expiration of the Short Cancellation-Final Concurrence Window for TN c.



7. M-EVENT-REPORT subscriptionVersionRangeCancellationAcknowledgeRequest upon expiration of the Long Cancellation-Initial Concurrence Window for TN d.



8. M-EVENT-REPORT subscriptionVersionRangeStatusAttributeValueChange indicating the status is now Conflict upon expiration of the Long Cancellation-Initial Concurrence Window for TN d.







If the Service Provider’s TN Range Indicator is set to FALSE, the NPAC SMS will send:



1. M-EVENT-REPORT subscriptionVersionOldSP-ConcurrenceRequest upon expiration of the Short Initial Concurrence Timer for TN a.



2. M-EVENT-REPORT subscriptionVersionOldSPFinalConcurrenceWindowExpiration upon expiration of the Short Final Concurrence Timer for TN a.



3. M-EVENT-REPORT subscriptionVersionNewSP-CreateRequest upon the expiration of the Long Initial Concurrence Timer for TN b.



4. M-EVENT-REPORT subscriptionVersionNewSP-FinalCreateWindowExpiration upon the expiration of the Long Final Concurrence Timer for TN b.



5. M-EVENT-REPORT subscriptionVersionCancellationAcknowledgeRequest upon expiration of the Short Cancellation-Initial Concurrence Window for TN c.



6. M-EVENT-REPORT subscriptionVersionStatusAttributeValueChange indicating the status is now Conflict upon expiration of the Short Cancellation-Final Concurrence Window for TN c.



7. M-EVENT-REPORT subscriptionVersionCancellationAcknowledgeRequest upon expiration of the Long Cancellation-Initial Concurrence Window for TN d.



8. M-EVENT-REPORT subscriptionVersionStatusAttributeValueChange indicating the status is now Conflict upon expiration of the Long Cancellation-Initial Concurrence Window for TN d.



				SP



				The Service Provider SOA(s) receive the M-EVENT-REPORTs from the NPAC SMS based on the adjustments made by NPAC personnel using the Timer Update Tool.







				4.



				NPAC



				NPAC personnel view logs to verify that that the notifications indicated in step 3 were issued at time frames adjusted by the time entered in the Timer Update Tool. 



				NPAC



				The notifications were issued based on the time entered in the Timer Update tool.







				E.



				Pass/Fail Analysis, NANC 385-1







				Pass



				Fail



				NPAC personnel performed the test case as written.







				Pass



				Fail



				Service Provider personnel performed the test case as written.
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				A.



				TEST IDENTITY



				







				



				Test Case Number:



				NANC 147-1



				SUT Priority:



				SOA 



				Required







				



				



				



				



				LSMS



				Required







				



				Objective:







				NANC 147-1 SOA/LSMS – Service Providers under test submit a variety of requests (see test steps) to the NPAC for data that contains Record ID values assigned by the NPAC SMS and that result in a rollover of the inventory ID for those records.  Service Provider systems accept the replies with the rollover ID values.  Requests will include audits, subscription version create, LRN, NPA-NXX, NPA-NXX-X, and Number Pool Block create requests.







				



				



				







				B.



				REFERENCES



				







				 



				NANC Change Order Revision Number:



				



				Change Order Number(s):



				NANC 147







				



				NANC FRS Version Number:



				



				Relevant Requirement(s):



				RR3-649, RR3-650, RR3-651, RR3-652, RR3-653, RR3-654







				



				NANC IIS Version Number:



				



				Relevant Flow(s):



				B.2.1 SOA Initiated Audit



B.5.1.2 SubscriptionVersion Create by the Initial SOA (New Service Provider)



B.4.2.1 LRN Creation by the NPAC



B.4.1.1 NPA-NXX Creation by the NPAC



B.4.3.1 Service Provider NPA-NXX-X Create by NPAC SMS



B.4.4.2 Number Pool Block Create by NPAC SMS







				



				



				







				C.



				PREREQUISITE



				







				



				Prerequisite Test Cases:



				







				



				Prerequisite NPAC Setup:



				







				



				Prerequisite SP Setup:



				







				



				



				







				D.



				TEST STEPS and EXPECTED RESULTS







				Row #



				NPAC or SP



				Test Step







				NPAC or SP



				Expected Result











				1.



				SP - Conditional



				Service Provider Personnel take action to issue an audit request to the NPAC SMS.



Issue the request three different times so that the NPAC can issue three unique Audit ID inventory sequence replies.



Using the SOA Service Provider Personnel issue an M-CREATE Request subscriptionAudit .



				NPAC



				In each of the three audit requests the NPAC SMS issues an M-CREATE Response subscriptionAudit to the requesting Service Provider SOA.



1. One where the Audit ID is less than the rollover maximum.



2. One where the Audit ID has been rolled over.



3. One where the Audit ID is less than the Audit ID of the previous Audit object. 



NOTE:  For the purposes of this test case we aren’t concerned about audit discrepancies that may be found.







				2.



				NPAC



				NPAC Personnel take action to issue a subscription version create to the SUT, where they are they New Service Provider in the SV:



1. Issue one SV create where the Record ID is less than the rollover maximum. 



2. Issue one SV create where the Record ID has been rolled over.



3. Issue one SV create where the Record ID is less than the ID on the previous SV create.



				SP



				Service Provider SOA receives the M-EVENT-REPORT objectCreation and issues an M-EVENT-REPORT Confirmation back to the NPAC SMS:



1. One for an SV create where the Record ID is less than the rollover maximum.



2. One SV create where the Record ID has been rolled over.



3. One SV create where the Record ID is less than the ID on the previous SV create.







				3.







				NPAC



				NPAC Personnel take action to issue an LRN create on behalf of the SUT, to the SUT:



1. Issue one LRN create where the Record ID is less than the rollover maximum. 



2. Issue one LRN create where the Record ID has been rolled over.



3. Issue one LRN create where the Record ID is less than the ID on the previous LRN create.



				SP



				Service Provider SOA receives the M-Create Request serviceProvLRN and issues an M-Create Response back to the NPAC SMS:



1. One for an LRN create where the Record ID is less than the rollover maximum.



2. One LRN create where the Record ID has been rolled over.



3. One LRN create where the Record ID is less than the ID on the previous LRN create.







				4.



				NPAC



				NPAC Personnel take action to issue an NPA-NXX create on behalf of the SUT, to the SUT:



1. Issue one NPA-NXX create where the Record ID is less than the rollover maximum.



2. Issue one NPA-NXX create where the Record ID has been rolled over.



3. Issue one NPA-NXX create where the Record ID is less than the ID on the previous NPA-NXX create.



				SP



				Service Provider SOA receives the M-Create Request serviceProvNPA-NXX and issues an M-Create Response back to the NPAC SMS:



1. One for an NPA-NXX create where the Record ID is less than the rollover maximum.



2. One NPA-NXX create where the Record ID has been rolled over.



3. One NPA-NXX create where the Record ID is less than the ID on the previous NPA-NXX create.







				5.



Conditional



				NPAC



				NPAC Personnel take action to issue an NPA-NXX-X create on behalf of the SUT, to the SUT:



1. Issue one NPA-NXX-X create where the Record ID is less than the rollover maximum.



2. Issue one NPA-NXX-X create where the Record ID has been rolled over.



3. Issue one NPA-NXX-X create where the Record ID is less than the ID on the previous NPA-NXX-X create.



				SP



				Service Provider SOA receives the M-Create Request serviceProvNPA-NXX-X and issues an M-Create Response back to the NPAC SMS:



1. One for an NPA-NXX-X create where the Record ID is less than the rollover maximum.



2. One NPA-NXX-X create where the Record ID has been rolled over.



3. One NPA-NXX-X create where the Record ID is less than the previous NPA-NXX-X create.







				6.



Conditional



				NPAC



				NPAC Personnel take action to issue a NPB create on behalf of the SUT, to the SUT:



1. Issue one NPB create where the Record ID is less than the rollover maximum.



2. Issue one NPB create where the Record ID has been rolled over.



3. Issue one NPB create where the Record ID is less than the previous NPB create.



				SP



				Service Provider SOA receives the M-ACTION Response numberPoolBlock-Create and issues an M-Create Response back to the NPAC SMS:



1. One for an NPA-NXX-X create where the Record ID is less than the rollover maximum.



2. One NPA-NXX-X create where the Record ID has been rolled over.



3. One NPA-NXX-X create where the Record ID is less than the previous NPB create.







				7.



				SP



				Service Provider Personnel perform a local query for the items created in this test case:



1-1. Audit request where NPAC SMS returned an Audit ID less than the rollover maximum.



1-2. Audit request where NPAC SMS returned an Audit ID that has been rolled over.



1-3. Audit request where NPAC SMS returned an Audit ID less than the ID on a previous Audit request.



2-1. SV create request where NPAC SMS returned an SV ID less than the rollover maximum.



2-2. SV create where NPAC SMS returned an SV ID that has been rolled over.



2-3. SV create where NPAC SMS returned an SV ID less than a previous SV create request.



3-1. LRN create request where the LRN ID is less than the rollover maximum.



3-2. LRN create request where the LRN ID has been rolled over.



3-3. LRN create request where the LRN ID is less than a previous LRN create request.



4-1. NPA-NXX create request where the NPA-NXX ID is less than the rollover maximum.



4-2. NPA-NXX create request where the NPA-NXX ID has been rolled over.



4-3. NPA-NXX create request where the NPA-NXX ID is less than a previous NPA-NXX create request.



5-1. NPA-NXX-X create request where the NPA-NXX-X ID is less than the rollover maximum.



5-2. NPA-NXX-X create request where the NPA-NXX-X ID has been rolled over.



5-3. NPA-NXX-X create request where the NPA-NXX-X ID is less than a previous NPA-NXX-X create request.



6-1. NPB create request where the NPB ID is less than the rollover maximum.



6-2. NPB create request where the NPB ID has been rolled over.



6-3. NPB create request where the NPB ID is less than a previous NPB create request.











				SP



				Verify that your application has handled each of the NPAC SMS responses for these ID inventory scenarios.















				E.



				Pass/Fail Analysis, NANC 147-1







				Pass



				Fail



				NPAC personnel performed the test case as written.







				Pass



				Fail



				Service Provider personnel performed the test case as written.
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Service Providers should participate in these group tests with whatever application they have (SOA and/or LSMS).  If they cannot create an NPA-NXX from an application, they can participate as a client of the download (the real objective of the test case).



				A.



				TEST IDENTITY



				







				



				Test Case Number:



				NANC 396-1



				SUT Priority:



				SOA 



				Required







				



				



				



				



				LSMS



				Required







				



				Objective:







				NANC 396-1 SOA/LSMS – Service Provider Personnel (using their SOA) create an NPA-NXX for which NeuStar NPAC Personnel have already established an NPA-NXX filter.  LSMSs do not receive the NPA-NXX create download - Success







In this test case, Neustar NPAC Personnel can create the NPA-NXX filter for some/not all Service Providers participating in the Group test.  Then, one Service Provider participating in the test (and for whom a respective NPA-NXX filter was established) will create the NPA-NXX.  The NPAC SMS will process the request, creating the NPA-NXX on the NPAC SMS and only broadcasting to those Service Providers for whom a filter does not exist.







				



				



				







				B.



				REFERENCES



				







				 



				NANC Change Order Revision Number:



				



				Change Order Number(s):



				NANC 396







				



				NANC FRS Version Number:



				



				Relevant Requirement(s):



				RR3-696







				



				NANC IIS Version Number:



				



				Relevant Flow(s):



				B.4.1.1 NPA-NXX Creation by the NPAC or



B.4.1.4 NPA-NXX Creation by the Local SMS or



B.4.1.5 NPA-NXX Creation by the SOA







				



				



				







				C.



				PREREQUISITE



				







				



				Prerequisite Test Cases:



				







				



				Prerequisite NPAC Setup:



				1. Verify the NPA-NXX that is going to be created as part of this test case does not already exist on the NPAC SMS.



2. Verify that an NPA-NXX filter exists for the NPA-NXX to be created as part of this test case for some but not all Service Providers participating in the test case.







				



				Prerequisite SP Setup:



				Verify the NPA-NXX that is going to be created as part of this test case does not exist on the local system (SOA and/or LSMS) prior to the start of this test case.







				



				



				







				D.



				TEST STEPS and EXPECTED RESULTS







				Row #



				NPAC or SP



				Test Step







				NPAC or SP



				Expected Result











				1.



				NPAC, or SP



				Service Provider personnel using either their SOA or LSMS, OR NPAC Personnel on their behalf take action to create an NPA-NXX where an NPA-NXX filter exists for some but not all Service Provider participating in the test case.



An M-CREATE Request serviceProvNPA-NXX issued to the NPAC SMS.



				NPAC



				NPAC receives the M-CREATE Request serviceProvNPA-NXX and issues an M-CREATE Response back to the initiating system (SOA, LSMS or NPAC SMS). 







				2.



				NPAC



				NPAC SMS issues an M-CREATE Request serviceProvNPA-NXX to all LSMSs in the region accepting downloads for this NPA-NXX.



				NPAC



				All LSMSs in the region accepting downloads for this NPA-NXX receive the M-CREATE and issue an M-CREATE Response serviceProvNPA-NXX back to the NPAC SMS.







				3.



				NPAC



				NPAC SMS issues an M-CREATE Request serviceProvNPA-NXX to all SOAs in the region accepting downloads for this NPA-NXX.



				NPAC



				All SOAs in the region accepting downloads for this NPA-NXX receive the M-CREATE and issue an M-CREATE Response serviceProvNPA-NXX back to the NPAC SMS.







				4.



				SP



				Service Providers accepting downloads for the NPA-NXX created in this test case query their local system for the NPA-NXX created in this test case.



				SP



				Service Providers accepting downloads for this NPA-NXX created in this test case verify the NPA-NXX exists on their local application.







				5.



				SP



				Service Providers for which an NPA-NXX filter exists for the NPA-NXX created in this test case query their local system for the NPA-NXX created in this test case.



				SP



				Service Providers for which an NPA-NXX filter exists for the NPA-NXX created in this test case verify the NPA-NXX does not exist on their local application.



Only exception might be if the Service Provider who initiated the NPA-NXX create request had a filter established for the respective NPA-NXX, since they issued the create, the NPA-NXX may exist on the local system from which they initiated the create request.







				E.



				Pass/Fail Analysis, NANC 396-1







				Pass



				Fail



				NPAC personnel performed the test case as written.







				Pass



				Fail



				Service Provider personnel performed the test case as written.




















				A.



				TEST IDENTITY



				







				



				Test Case Number:



				NANC 396-2



				SUT Priority:



				SOA 



				N/A







				



				



				



				



				LSMS



				Required







				



				Objective:







				NANC 396-2 LSMS – Service Provider Personnel (using their SOA) or NPAC Personnel activate a single SV where an NPA Filter exists for the TN specified in the activation request.  LSMS does not receive download. – Success







				



				



				







				B.



				REFERENCES



				







				 



				NANC Change Order Revision Number:



				



				Change Order Number(s):



				NANC 396







				



				NANC FRS Version Number:



				



				Relevant Requirement(s):



				RR3-693







				



				NANC IIS Version Number:



				



				Relevant Flow(s):



				B.5.1.5 SubscriptionVersion Activated by New Service Provider SOA



B.5.1.6 Active SubscriptionVersion Create on Local SMS







				



				



				







				C.



				PREREQUISITE



				







				



				Prerequisite Test Cases:



				







				



				Prerequisite NPAC Setup:



				1. NeuStar Personnel create an NPA filter respective to the TN to be used in this test case – for some but not all Service Providers participating in the test case.



2. Verify that a pending SV exists for the TN to be used in this test case, where the Service Provider who is going to activate the TN is the New Service Provider indicated in the subscription version, the Old Service Provider has concurred to the port and the due date has been reached.



3. Verify that the New SP Customer TN Range Notification Indicator is set to their production value.



4. Verify that the SOA Notification Priority tunable parameters are set to the default values for the New Service Provider.







				



				Prerequisite SP Setup:



				







				



				



				







				D.



				TEST STEPS and EXPECTED RESULTS







				Row #



				NPAC or SP



				Test Step







				NPAC or SP



				Expected Result











				1.



				NPAC



				1. Service Provider Personnel submit a request to the NPAC to activate a single Inter-Service Provider subscription version.



2. The SOA issues an M-ACTION subscriptionVersionActivate Request to itself.







NOTE: If NeuStar Personnel submit the subscription version activate on behalf of a Service Provider, the M-ACTION Request is issued to the NPAC SMS itself.



				NPAC



				NPAC SMS receives the M-ACTION Request. 







				2.



				NPAC



				NPAC SMS locates the respective subscription version, and issues an M-SET Request subscriptionVersionNPAC to itself to set the subscription version status to ‘sending’ and set the subscriptionVersionActivationTimeStamp and subscriptionModifiedTimeStamp to the current date and time for the TN.



				NPAC



				NPAC SMS receives the M-SET subscriptionVersionNPAC from itself and issues an M-SET Response to itself.







				3.



				NPAC



				NPAC SMS issues an M-ACTION Response to the New SP SOA.







NOTE: If NeuStar Personnel submitted the subscription version activate on behalf of a Service Provider in step 1 above, an M-ACTION Response is not sent to the New SP SOA; instead the response would be issued to the NPAC SMS itself.



				SP



				New SP SOA receives the M-ACTION Response from the NPAC SMS.







NOTE: If NeuStar Personnel submitted the subscription version activate on behalf of a Service Provider in step 1 above, the NPAC SMS receives the M-ACTION Response from itself.







				4.



				NPAC



				NPAC SMS issues an M-SET Request to itself to set the subscription version status to ‘sending’ and set the subscriptionBroadcastTimeStamp to the current date and time for the TN.



				NPAC



				NPAC SMS receives the M-SET Request and issues an M-SET Response to itself.







				5.



				NPAC



				NPAC SMS issues an M-CREATE Requests subscriptionVersion to all LSMSs in the region accepting downloads for this NPA and/or NPA-NXX.







				SP



Conditional – based on filter



				1. All LSMSs in the region accepting downloads for this NPA and/or NPA-NXX receive the M-CREATE Request and verify that the request is valid.



2. All LSMSs in the region that received the M-CREATE request issue an M-CREATE Response subscriptionVersion back to the NPAC SMS.  



3. After each LSMS responds to the NPAC SMS, the LSMSs perform the subscription version create on the local system as specified in the request from the NPAC SMS.







				6.



				NPAC



Conditional – based on filter



				NPAC SMS issues an M-EVENT-REPORT to the Old SP SOA (if they are accepting downloads for the respective NPA and/or NPA-NXX) based on their Customer TN Range Notification Indicator.



· If the setting is TRUE, the NPAC SMS issues one M-EVENT-REPORT subscriptionVersionRangeStatusAttributeValueChange notification for the TN that contains the following attributes:



· start TN



· end TN 



· start SVID 



· end SVID.



· subscriptionVersionStatus = ‘active’



· If the setting is FALSE, the NPAC SMS issues an M-EVENT-REPORT subscriptionVersionStatusAttributeValueChange notification for the TN indicating the status is ‘active’.



				SP



[bookmark: OLE_LINK3][bookmark: OLE_LINK4]Conditional – based on filter



				If the Old SP SOA is accepting downloads for the respective NPA and/or NPA-NXX, they receive the M-EVENT-REPORT from the NPAC SMS according to their Customer TN Range Notification Indicator.











				7.



				SP



Conditional – based on filter



				If the Old SP SOA is accepting downloads for the respective NPA and/or NPA-NXX they issue an M-EVENT-REPORT Confirmation to the NPAC SMS.



				NPAC



				NPAC SMS receives the M-EVENT-REPORT Confirmation from the Old SP SOA.







				8.



				NPAC



				If the New SP SOA is accepting downloads for the respective NPA and/or NPA-NXX, NPAC SMS issues an M-EVENT-REPORT to the New SP SOA based on their Customer TN Range Notification Indicator.



· If the setting is TRUE, the NPAC SMS issues one M-EVENT-REPORT subscriptionVersionRangeStatusAttributeValueChange notification to the New SP SOA for the TN that contains the following attributes:



· start TN



· end TN 



· start SVID 



· end SVID.



· subscriptionVersionStatus = ‘active’



· If the setting is FALSE, the NPAC SMS issues an M-EVENT-REPORT subscriptionVersionStatusAttributeValueChange notification for the TN that indicates the status is ‘active’:



				SP Conditional – based on filter



				If the New SP SOA is accepting downloads for the respective NPA and/or NPA-NXX they receive the M-EVENT-REPORT from the NPAC SMS.







				9.



				SP Conditional – based on filter



				If the New SP SOA is accepting downloads for the respective NPA and/or NPA-NXX issues an M-EVENT-REPORT Confirmation to the NPAC SMS for the TN.



				NPAC



				NPAC SMS receives the M-EVENT-REPORT Confirmation for the TN.







				10.



				NPAC



				NPAC Personnel perform a query for the subscription version activated in this test case.



				NPAC



				The subscription version exists with a status of ‘active’ with an empty Failed SP List.







				11.



				SP 



				Via their SOA &/or LSMS, SP Personnel perform a local query for the subscription version activated during this test case.



				SP



				1. If the New SP is accepting downloads for the NPA and/or NPA-NXX, via their SOA the subscription version exists with an empty Failed SP List.



2. If the other Service Providers participating in this test are accepting downloads for the NPA and/or NPA-NXX, verify on their LSMS, the subscription version exists with a status of ‘active’ and SV Type and Optional Data element values as they support them.



3. Service Providers that are not accepting downloads for the respective NPA and/or NPA-NXX will not have the respective Subscription Version that was activated in this test case in their system.







				12.



				SP



				New SP Personnel perform an NPAC SMS query for the subscription version activated during this test case.



				SP



				The subscription version exists with a status of ‘active’ with an empty Failed SP List on the NPAC SMS.







				13.



				NPAC



				NPAC Personnel perform a full audit of LSMS for the TN that was activated during this test case.



				NPAC



				Using the Audit Results Log verify that no updates were made as a result of performing the audit.  If updates were made, the LSMS fails this test case.







				E.



				Pass/Fail Analysis, NANC 396-2







				Pass



				Fail



				NPAC personnel performed the test case as written.







				Pass



				Fail



				Service Provider personnel performed the test case as written.







				Pass



				Fail



				Service Provider SOA received the error response from the NPAC SMS and handled it appropriately.




















				A.



				TEST IDENTITY



				







				



				Test Case Number:



				NANC 396-3



				SUT Priority:



				SOA 



				N/A







				



				



				



				



				LSMS



				Required







				



				Objective:







				NANC 396-3 LSMS – Service Provider Personnel (using their SOA) or NPAC Personnel activate a single SV where an NPA Filter and NPA-NXX filter exists for the TN specified in the activation request.  LSMS does not receive download – Success







Some but not all SPs (who support the functionality) will establish an NPA-NXX filter (NPAC will create it on behalf of SPs who cannot create filters over the interface).







				



				



				







				B.



				REFERENCES



				







				 



				NANC Change Order Revision Number:



				



				Change Order Number(s):



				NANC 396







				



				NANC FRS Version Number:



				



				Relevant Requirement(s):



				RR3-695, RR3-693







				



				NANC IIS Version Number:



				



				Relevant Flow(s):



				B.5.1.5 SubscriptionVersion Activated by New Service Provider SOA



B.5.1.6 Active SubscriptionVersion Create on Local SMS







				



				



				







				C.



				PREREQUISITE



				







				



				Prerequisite Test Cases:



				







				



				Prerequisite NPAC Setup:



				1. Prior the Service Providers or NeuStar Personnel on behalf the Service Providers creating an NPA-NXX filter, NeuStar Personnel should create an NPA filter for the TN to be used in this test case – for some but not all Service Providers participating in the test case.



2. Verify that a pending SV exists for the TN to be used in this test case, where the Service Provider who is going to activate the TN is the New Service Provider indicated in the subscription version, the Old Service Provider has concurred to the port and the due date has been reached.



3. Verify that the New SP Customer TN Range Notification Indicator is set to their production value.



4. Verify that the SOA Notification Priority tunable parameters are set to the default values for the New Service Provider.







				



				Prerequisite SP Setup:



				Some but not all Service Providers participating in this test case create an NPA-NXX filter for the TN to be used in this test – if Service Provider’s do not have the ability to create an NPA-NXX filter over their interface to the NPAC SMS – NeuStar Personnel will do this on behalf of some but not all Service Providers (see step 1 of Prerequisite NPAC Setup).







				



				



				







				D.



				TEST STEPS and EXPECTED RESULTS







				Row #



				NPAC or SP



				Test Step







				NPAC or SP



				Expected Result











				1.



				NPAC



				1. Service Provider Personnel submit a request to the NPAC to activate a single Inter-Service Provider subscription version.



2. The SOA issues an M-ACTION subscriptionVersionActivate Request to itself.







NOTE: If NeuStar Personnel submit the subscription version activate on behalf of a Service Provider, the M-ACTION Request is issued to the NPAC SMS itself.



				NPAC



				NPAC SMS receives the M-ACTION Request. 







				2.



				NPAC



				NPAC SMS locates the respective subscription version, and issues an M-SET Request subscriptionVersionNPAC to itself to set the subscription version status to ‘sending’ and set the subscriptionVersionActivationTimeStamp and subscriptionModifiedTimeStamp to the current date and time for the TN.



				NPAC



				NPAC SMS receives the M-SET subscriptionVersionNPAC from itself and issues an M-SET Response to itself.







				3.



				NPAC



				NPAC SMS issues an M-ACTION Response to the New SP SOA.







NOTE: If NeuStar Personnel submitted the subscription version activate on behalf of a Service Provider in step 1 above, an M-ACTION Response is not sent to the New SP SOA; instead the response would be issued to the NPAC SMS itself.



				SP



				New SP SOA receives the M-ACTION Response from the NPAC SMS.







NOTE: If NeuStar Personnel submitted the subscription version activate on behalf of a Service Provider in step 1 above, the NPAC SMS receives the M-ACTION Response from itself.







				4.



				NPAC



				NPAC SMS issues an M-SET Request to itself to set the subscription version status to ‘sending’ and set the subscriptionBroadcastTimeStamp to the current date and time for the TN.



				NPAC



				NPAC SMS receives the M-SET Request and issues an M-SET Response to itself.







				5.



				NPAC



				NPAC SMS issues an M-CREATE Requests subscriptionVersion to all LSMSs in the region accepting downloads for this NPA and/or NPA-NXX.







				SP



Conditional – based on filter



				1. All LSMSs in the region accepting downloads for this NPA and/or NPA-NXX receive the M-CREATE Request and verify that the request is valid.



2. All LSMSs in the region that received the M-CREATE request issue an M-CREATE Response subscriptionVersion back to the NPAC SMS.  



3. After each LSMS responds to the NPAC SMS, the LSMSs perform the subscription version create on the local system as specified in the request from the NPAC SMS.







				6.



				NPAC



Conditional – based on filter



				NPAC SMS issues an M-EVENT-REPORT to the Old SP SOA (if they are accepting downloads for the respective NPA and/or NPA-NXX) based on their Customer TN Range Notification Indicator.



· If the setting is TRUE, the NPAC SMS issues one M-EVENT-REPORT subscriptionVersionRangeStatusAttributeValueChange notification for the TN that contains the following attributes:



· start TN



· end TN 



· start SVID 



· end SVID.



· subscriptionVersionStatus = ‘active’



· If the setting is FALSE, the NPAC SMS issues an M-EVENT-REPORT subscriptionVersionStatusAttributeValueChange notification for the TN indicating the status is ‘active’.



				SP



Conditional – based on filter



				If the Old SP SOA is accepting downloads for the respective NPA and/or NPA-NXX, they receive the M-EVENT-REPORT from the NPAC SMS according to their Customer TN Range Notification Indicator.











				7.



				SP



Conditional – based on filter



				If the Old SP SOA is accepting downloads for the respective NPA and/or NPA-NXX they issue an M-EVENT-REPORT Confirmation to the NPAC SMS.



				NPAC



				NPAC SMS receives the M-EVENT-REPORT Confirmation from the Old SP SOA.







				8.



				NPAC



				If the New SP SOA is accepting downloads for the respective NPA and/or NPA-NXX, NPAC SMS issues an M-EVENT-REPORT to the New SP SOA based on their Customer TN Range Notification Indicator.



· If the setting is TRUE, the NPAC SMS issues one M-EVENT-REPORT subscriptionVersionRangeStatusAttributeValueChange notification to the New SP SOA for the TN that contains the following attributes:



· start TN



· end TN 



· start SVID 



· end SVID.



· subscriptionVersionStatus = ‘active’



· If the setting is FALSE, the NPAC SMS issues an M-EVENT-REPORT subscriptionVersionStatusAttributeValueChange notification for the TN that indicates the status is ‘active’:



				SP Conditional – based on filter



				If the New SP SOA is accepting downloads for the respective NPA and/or NPA-NXX they receive the M-EVENT-REPORT from the NPAC SMS.







				9.



				SP Conditional – based on filter



				If the New SP SOA is accepting downloads for the respective NPA and/or NPA-NXX issues an M-EVENT-REPORT Confirmation to the NPAC SMS for the TN.



				NPAC



				NPAC SMS receives the M-EVENT-REPORT Confirmation for the TN.







				10.



				NPAC



				NPAC Personnel perform a query for the subscription version activated in this test case.



				NPAC



				The subscription version exists with a status of ‘active’ with an empty Failed SP List.







				11.



				SP 



				Via their SOA &/or LSMS, SP Personnel perform a local query for the subscription version activated during this test case.



				SP



				1. If the New SP is accepting downloads for the NPA and/or NPA-NXX, via their SOA the subscription version exists with an empty Failed SP List.



2. If the other Service Providers participating in this test are accepting downloads for the NPA and/or NPA-NXX, verify on their LSMS, the subscription version exists with a status of ‘active’ and SV Type and Optional Data element values as they support them.



3. Service Providers that are not accepting downloads for the respective NPA and/or NPA-NXX will not have the respective Subscription Version that was activated in this test case in their system.







				12.



				SP



				New SP Personnel perform an NPAC SMS query for the subscription version activated during this test case.



				SP



				The subscription version exists with a status of ‘active’ with an empty Failed SP List on the NPAC SMS.







				13.



				NPAC



				NPAC Personnel perform a full audit of LSMS for the TN that was activated during this test case.



				NPAC



				Using the Audit Results Log verify that no updates were made as a result of performing the audit.  If updates were made, the LSMS fails this test case.







				E.



				Pass/Fail Analysis, NANC 396-3







				Pass



				Fail



				NPAC personnel performed the test case as written.







				Pass



				Fail



				Service Provider personnel performed the test case as written.



















As part of RSMS 3.4.X Turn Up Certification Testing, Service Providers should also execute NANC 323-1 to verify they still successfully process SIC-SMURF files required for Offline SPID Migration request processing.



















End of Document
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IMPACT/CHANGE ASSESSMENT
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			N
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			N














Business Need


iconectiv implemented BDD Files based on FRS requirements as well as example BDD File layouts in Appendix E of the FRS.  Some users of full SV and Number Pool Block BDD Files have indicated that the format of the SSN field when output to the file when the file was obtained from the previous LNPA was a single digit ‘0’, while the iconectiv implementation outputs 3 numeric digits ‘000’ for the SSN field.  In order to decrease both the size of full BDD files and the time to process the files, users would prefer the BDD files contain a single digit ‘0’ for the BDD files (note, in the US, the SSN field associated with a DPC is always ‘000’).   See PIM 106.





Description of Change:


FRS Changes:


Update Appendix E, Download File Examples for the Subscription and Block Download files to indicate that SSN field is a single digit ‘0’


Subscription Download File


[snip]


The file contents for the Subscription download file will be specific for the following indicators, based on the system type (SOA or LSMS) that is requesting the BDD File.  If support is TRUE, it will include pipes with the supplied value or blank (if no value was specified).  If support is FALSE, it will NOT contain empty pipes as placeholders::


1. SOA supports WSMSC


2. SOA supports SV Type


3. SOA supports Optional parameters


4. LSMS supports WSMSC


5. LSMS supports SV Type


6. LSMS supports Optional parameters





Note, whenever any SSN field is output to the file, if the SSN field on the SV in the NPAC is ‘000’, it will be output to the file as a single charcter ‘0’.


The Subscriptions file given in the example would be named:


	303123-303125.25-12-1996081122.25-12-1996080000.25-12-1996125959


1|3031231000|1234567890|0001|19960916152337|


123123123|123 |123123123|123|123123123|123|123123123|123|


123456789012|12|0001|0|0||||||||||(CR) 		(end of subscription 1)


2|3031241000|1234567891|0001|19960825011010|


123123123|123 |123123123|123|123123123|123|123123123|123|


123456789013|13|0001|0|0||||||||||(CR) 		(end of subscription 2)


3|3031251000|1234567892|0001|19960713104923|


123123123|123 |123123123|123|123123123|123|123123123|123|


123456789014|13|0001|0|0||||||||||(CR) 		(end of subscription 3)





[bookmark: _Toc393050095][bookmark: _Ref411680753][bookmark: _Ref411834634][bookmark: _Toc113173900][bookmark: _Toc438031703]Figure E–1 -- Subscription Download File Example





			EXPLANATION OF THE FIELDS IN THE SUBSCRIPTION DOWNLOAD FILE





			Field Number


			Field Name


			Value in Example





			1


			Version Id 


			1





			2


			Version TN


			3031231000





			3


			LRN


			1234567890





			4


			New Current Service Provider Id 


			0001





			5


			Activation Timestamp 


			19960916152337  (yyyymmddhhmmss)





			6


			CLASS DPC 


			123123123 (This value is 3 octets)





			7


			CLASS SSN 


			123 (This value is 1 octet and usually set to if the value on the SV is 000, it will appear in the file as a single 0)





			8


			LIDB DPC 


			123123123 (This value is 3 octets)





			9


			LIDB SSN 


			123 (This value is 1 octet and usually set to if the value on the SV is 000, it will appear in the file as a single 0)





			10


			ISVM DPC 


			123123123 (This value is 3 octets)





			11


			ISVM SSN 


			123 (This value is 1 octet and usually set to if the value on the SV is 000, it will appear in the file as a single 0)





			12


			CNAM DPC 


			123123123 (This value is 3 octets)





			13


			CNAM SSN 


			123 (This value is 1 octet and usually set to if the value on the SV is 000, it will appear in the file as a single 0)





			14


			End user Location Value 


			123456789012





			15


			End User Location Type 


			12





			16


			Billing Id 


			0001





			17


			LNP Type 


			0





			18


			Download Reason 


			0





			19


			WSMSC DPC


			Not present if LSMS or SOA does not support the WSMSC DPC as shown in this example.  If it were present the value would be in the same format as other DPC data.





			20


			WSMSC SSN


			Not present if LSMS or SOA does not support the WSMSC SSN as shown in this example. If it were present the value would be in the same format as other SSN data.





			21


			SV Type


			Not present if LSMS or SOA does not support the SV Type as shown in this example.  If it were present the value would be as defined in the SV Data Model.





			


			Optional Data parameters (e.g., Alternative SPID, Alt-Billing ID, SMS URI) within the Optional Data Field are included/excluded based on a combination of the region’s support for a specific parameter AND the requesting Service Provider’s NPAC Customer profile settings at the time of BDD file generation.


The order of the included parameters is based on the latest version of the LNP XML schema that is available on the NPAC website (www.npac.com, under the software releases section).





			22+


			Last Activity Timestamp 


			19960916152337.123  (yyyymmddhhmmss.fff)


Not present if LSMS or SOA does not support the Last Activity TS as shown in this example.  If it were present the value would be in Timestamp format (and include milliseconds).








[bookmark: _Toc438245068]Table E–1 -- Explanation of the Fields in the Subscription Download File


[snip]





Block Download File


[snip]


The Block file given in the example would be named:


	3031235-3031252.17-09-1996153344.11-07-1996091222.17-09-1996153344


The file contents for the Block download file will be specific for the following indicators, based on the system type (SOA or LSMS) that is requesting the BDD File.  If support is TRUE, it will include pipes with the supplied value or blank (if no value was specified).  If support is FALSE, it will NOT contain empty pipes as placeholders::


1. SOA supports SV Type


2. SOA supports Optional parameters


3. LSMS supports SV Type


4. LSMS supports Optional parameters


The file contents for the Block download file will always contain pipes for the following indicators, based on the system type (SOA or LSMS) that is requesting the BDD File.  If support is TRUE, it will include the supplied value or blank (if no value was specified).  If support is FALSE, it will always contain empty pipes as placeholders:


1. SOA supports WSMSC


2. LSMS supports WSMSC


Note, whenever any SSN field is output to the file, if the SSN field on the SV in the NPAC is ‘000’, it will be output to the file as a single character ‘0’.


The files available for LSMS compares will be defined as one or more NPA-NXX-Xs per file.1|3031231|1234567890|0001|19960916152337|123123123|123|123123123|


123|123123123|123|123123123|123|||0|||||||||(CR) 		(end of Block 1)


2|3031241|1234567891|0001|19960825011010|123123123|123|123123123|


123|123123123|123|123123123|123|||0|||||||||(CR) 		(end of Block 2)


3|3031251|1234567892|0001|19960713104923|123123123|123|123123123|


123|123123123|123|123123123|123|||0|||||||||(CR) 		(end of Block 3)





[bookmark: _Toc113173905][bookmark: _Toc438031708]Figure E–6 -- Block Download File Example








			EXPLANATION OF THE FIELDS IN THE BLOCK DOWNLOAD FILE





			Field Number


			Field Name


			Value in Example





			1


			Block Id 


			1





			2


			NPA-NXX-X


			3031231





			3


			LRN


			1234567890





			4


			New Current Service Provider Id 


			0001





			5


			Activation Timestamp 


			19960916152337  (yyyymmddhhmmss)





			6


			CLASS DPC 


			123123123 (This value is 3 octets)





			7


			CLASS SSN 


			123 (This value is 1 octet and usually set to if the value on the SV is 000, it will appear in the file as a single 0)





			8


			LIDB DPC 


			123123123 (This value is 3 octets)





			9


			LIDB SSN 


			123 (This value is 1 octet and usually set to if the value on the SV is 000, it will appear in the file as a single 0)





			10


			ISVM DPC 


			123123123 (This value is 3 octets)





			11


			ISVM SSN 


			123 (This value is 1 octet and usually set to if the value on the SV is 000, it will appear in the file as a single 0)





			12


			CNAM DPC 


			123123123 (This value is 3 octets)





			13


			CNAM SSN 


			123 (This value is 1 octet and usually set to if the value on the SV is 000, it will appear in the file as a single 0)





			14


			WSMSC DPC


			123123123 (This value is 3 octets)





			15


			WSMSC SSN


			123 (This value is 1 octet and usually set to if the value on the SV is 000, it will appear in the file as a single 0)





			16


			Download Reason 


			0





			17


			SV Type


			Not present if LSMS or SOA does not support the SV Type as shown in this example.  If it were present the value would be as defined in the NPB Data Model.





			


			Optional Data parameters (e.g., Alternative SPID, Alt-Billing ID, SMS URI) within the Optional Data Field are included/excluded based on a combination of the region’s support for a specific parameter AND the requesting Service Provider’s NPAC Customer profile settings at the time of BDD file generation.


The order of the included parameters is based on the latest version of the LNP XML schema that is available on the NPAC website (www.npac.com, under the software releases section).





			18+


			Last Activity Timestamp 


			19960916152337.123  (yyyymmddhhmmss.fff)


Not present if LSMS or SOA does not support the Last Activity TS as shown in this example.  If it were present the value would be in Timestamp format (and include milliseconds).








[bookmark: _Toc438245073]Table E–6 -- Explanation of the Fields in the Block Download File
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Business Need


Some NPAC SMS requirements are implicit in that the explicit behavior of the NPAC SMS needs to be inferred from narratives defined in non-FRS NPAC SMS documents, such as in error code descriptions or in attribute descriptions in interface specifications.  Explicit definintion of the requirements is needed,  as defined in PIM 110 as it applies to NPAC SMS behavior for processing certain error responses from broadcasts to LSMSs as well as other conditions..





Description of Change:


Changes detailed below.









[bookmark: OLE_LINK4][bookmark: OLE_LINK5][bookmark: OLE_LINK8][bookmark: OLE_LINK9][bookmark: OLE_LINK6][bookmark: OLE_LINK7]FRS Changes:


Add new requirements to indicate that on activation of a subscription version or a number pool block, an LSMS error response of “duplicate managed object” or “object already exists” will not be treated as an error response, but will be treated as a success response from that LSMS.  These error responses indicate that the LSMS already has an SV with the same SV ID or a Number Pool Block with the same Block ID in its database.


[bookmark: OLE_LINK1][bookmark: OLE_LINK2][bookmark: OLE_LINK3]


In Section 3.13.2 on Block Holder General:





[snip]



RR3-134	Number Pooling Block Holder Information – Failed SP List Update for Block for Local SMS


NPAC SMS shall consider a Local SMS to be discrepant and shall update the Block Failed SP List, based on a Local SMS failing to process the Block Object, for an addition, modification, deletion, re-send, resync, or mass update.  (Previously B-140)


RR3-134.1 Number Pooling Block Holder Information Creation Broadcast – Error Response Exception


NPAC SMS shall not consider a Local SMS to be discrepant and shall not put the Local SMS on the Failed SP List when the Local SMS responds with an Error Response to an NPAC SMS Number Pool Block create broadcast when the error response indicates that the Number Pool Block aready exists on the Local SMS.  The NPAC SMS shall behave as if it received a successful response from that Local SMS. 





[snip]





In Section 5.1.2.2.4 on Subscription Version Activation:





[snip]



R5-58.5	Local SMS Activation Message Log - Viewing


NPAC SMS shall allow NPAC personnel to view the Local SMS Activation Message log.


RR5-230	Local SMS Activation Error Response – Exception


NPAC SMS shall not consider a Local SMS to be discrepant and shall not put the Local SMS on the Failed SP List when the Local SMS responds with an Error Response to an NPAC SMS Subscription Version create broadcast when the error response indicates that the Subscription Version aready exists on the Local SMS.  The NPAC SMS shall behave as if it received a successful response from that Local SMS. 



R5‑59.1	Activate Subscription Version - Set Status of Current to Active


NPAC SMS shall, upon receiving successful activation acknowledgment from all involved Local SMSs, set the sending Subscription Version status to active.


[snip]





Add a new requirement to indicate that on the disconnect of a subscription version or number pool block, an LSMS error response of “no such managed object” or “object not found” will not be treated as an error response, but will be treated as a success response from that LSMS.  These error responses indicate that the LSMS does not have the specified SV or Number Pool Block in its database.





In Section 3.13.2 on Block Holder, General.





[snip]



RR3-134	Number Pooling Block Holder Information – Failed SP List Update for Block for Local SMS


NPAC SMS shall consider a Local SMS to be discrepant and shall update the Block Failed SP List, based on a Local SMS failing to process the Block Object, for an addition, modification, deletion, re-send, resync, or mass update.  (Previously B-140)


RR3-134.2 Number Pooling Block Holder Information Creation Broadcast – Error Response Exception (see above)





RR3-134.2 Number Pooling Block Holder Information Deletion Broadcast – Error Response Exception


NPAC SMS shall not consider a Local SMS to be discrepant and shall not put the Local SMS on the Failed SP List when the Local SMS responds with an Error Response to an NPAC SMS Number Pool Block deletion broadcast when the error response indicates that the Number Pool Block does not exist on the Local SMS.  The NPAC SMS shall behave as if it received a successful response from that Local SMS.





Section 5.1.2.2.5 on Subscription Version Disconnect





[snip]





R5-65.6	Disconnect Subscription Version - Set to Sending


NPAC SMS shall set a Subscription Version status to sending upon sending the disconnect messages to the Local SMSs.


RR5-231	Local SMS Disconnect Error Response – Exception


NPAC SMS shall not consider a Local SMS to be discrepant and shall not put the Local SMS on the Failed SP List when the Local SMS responds with an Error Response to an NPAC SMS Subscription Version deletion broadcast when the error response indicates that the Subscription Version does not exist on the Local SMS.  The NPAC SMS shall behave as if it received a successful response from that Local SMS.



R5‑66.2	Disconnect Subscription Version Complete - Set Disconnect Complete Date


NPAC SMS shall update the Disconnect Complete timestamp of the previously active Subscription Version upon completion of the broadcast, and the FIRST successful response from a Local SMS.


[snip]





[bookmark: OLE_LINK10][bookmark: OLE_LINK11][bookmark: OLE_LINK12]EFD Changes:


Add a new section to the EFD to identify the NPAC SMS behavior of handling LSMS error responses indicating the Subscription Version or Number Pool Block object requested to be created already exists or the Subscription Version or Number Pool Block object requested to be deleted does not exist.  Such error responses will be treated as success responses.


B.1.3	Local LSMS Error Responses Handled as Success Responses


The NPAC SMS will treat LSMS Error Responses to Number Pool Block broadcasts or Subscription Version broadcasts as if the LSMS sent a Successful Acknowledgement Response in the following situations.  This behavior is true for both the CMIP and XML interfaces.


1. When the NPAC SMS broadcasts a Number Pool Block Create or Subscription Version Create to the Local SMS and the Local SMS responds with an error indicating the object already exists (duplicate managed object instance), the NPAC SMS shall treat the Local SMS error response as if a successful acknowledgement was received and not place the LSMS on the Failed SP List for the Subscription Version or Number Pool Block Object.


2. When the NPAC SMS broadcasts a Number Pool Block Delete or Subscription Version Delete to the Local SMS and the Local SMS responds with an error indicating the object does not exist (no such object instance), the NPAC SMS shall treat the Local SMS error response as if a successful acknowledgement was received and not place the LSMS on the Failed SP List for the Subscription Version or Number Pool Block Object.





XIS Changes:





Section 2.12 on Error Handling, add an entry to Table 2 that describes Errors in Synchronous Acknowledgements for SOA or LSMS messages to the NPAC to account for the following condition: when a message is received from a SOA or LSMS and the origination timestamp is later than the departure timestamp, fail the request and return an error in the synchronous acknowledgement.





			Error Scenario


			basic code


			status code


			status info





			HTTP message is not “POST HTTP/1.1”


			access denied


			14517


			Only POST-HTTP/1.1 accepted - received XXX-YYY





			Certificate CN is not the connection SPID


			access denied


			14512


			Client certificate validation failure





			Certificate OU is not the connection system type


			access denied


			14512


			Client certificate validation failure





			Certificate L is not the connection region


			access denied


			14512


			Client certificate validation failure





			Certificate not found/supplied


			access denied


			14513


			No inbound client certificate





			Message header fields (schemaversion, spid, key, region, message direction) not valid


			access denied


			14514


			MessageHeader schema, spid, key, region, msgXtoY validation failure





			Message batch count too large


			results too large


			14515


			Payload message count of 99999 exceeds limit of 99999





			Message size too large


			results too large


			14516


			Payload message size of 99999 exceeds limit of 99999





			Departure time invalid


			invalid data values


			9001


			Departure time XXXXXX is not valid/UTC format





			Departure time out of range


			invalid data values


			14506


			Departure time XXXXXX not within 999 seconds of YYYYYY





			Origination time later than Departure time


			invalid data values


			14510


			The message origination TS is greater than the departure time





			Too many XML connections established


			too many connections


			N/A


			N/A





			System needs to retry connection to same host


			try same host


			N/A


			N/A





			System needs to try connection to other host


			try other host


			N/A


			N/A








Table 2 – Detailed SyncAck Error Scenarios
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Functional Backwards Compatible:  Yes
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Business Need


iconectiv NPAC produces SIC-SMURF files for SPID Migration based on NPAC SMS FRS requirements that indicate NPA-NXX, LRN, and/or NPA-NXX-X files are produced for a migration, producing files only for network data components that are migrating.  Some users of the SIC-SMURF files identified that the previous LNPA always produced an NPA-NXX, LRN, and NPA-NXX-X SIC-SMURF file for a SPID Migration, even only when 1 or 2 components of network data were migrating (e.g., only NPA-NXXs were migrating or only NPA-NXXs and LRNs were migrating). Empty files were produced for the network data component(s) that were not migrating.  Users indicated that the presence of all of the files indicates that the SPID Migration files are complete/ready.  See PIM 111.





Description of Change:





FRS Requirements





[bookmark: OLE_LINK4][bookmark: OLE_LINK5][bookmark: OLE_LINK6]Requirements:


FRS Changes:



[bookmark: OLE_LINK7][bookmark: OLE_LINK8][bookmark: OLE_LINK9]Update FRS requirements to indicate that empty SIC-SMURF files will be produced for a SPID Migration for those network data components that have no data that is migrating.





RR3-256	SPID Migration Update – Generation of SIC-SMURF Files


NPAC SMS shall provide a mechanism that generates SIC-SMURF for NPA-NXX, LRN, and/or NPA-NXX-X upon completion of the entry of the selection input criteria in the NPAC SMS Administrative Interface, for a partial SPID Migration Update Request Process in the NPAC SMS.  (previously NANC 323 Req 2)


Note: The NPAC will always produce NPA-NXX, LRN, and NPA-NXX-X SIC-SMURF for each defined SPID Migration.  For the network data components that do not have data migrating, NPAC SMS will produce an empty SIC-SMURF File (a zero byte file with the appropriate file name defined in Appendix E).  For example, if a particular SPID Migration only has NPA-NXX data being migrated, the NPAC will produce the NPA-NXX SPID Migration File with its migrating data, as well as produce empty LRN and NPA-NXX-X SPID Migration Files.
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NANC 527 – Modify SV AVC Notification
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IMPACT/CHANGE ASSESSMENT
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Business Need


Based on various references in NPAC SMS requirements and specification documentation, the iconectiv NPAC does not send attributes in AVC notifications associated with SV modify requests when the attributes in the modify requests are not changing from the same attributes on the SV.  When some Service Providers issue Modify requests to Modify Pending SVs at NPAC, their SOAs and Backend systems expect attribute value change (AVC) notifications associated with the modify requests if the due date, old SP authorization, or medium timer indicator is in the modify request, regardless if those attributes are being modified on the SV.  See PIM 113.





Description of Change:


FRS changes:





Update the FRS requirements in Section 5.1.2.2.2 on Subscription Version Modification concerning sending notifications when a pending SV is modified.





R5‑31.3             Modify Subscription Version - Successful Modification Notification


NPAC SMS shall send an appropriate message to the old Service Provider (LSPP Ports) and new Service Providers (LISP and LSPP ports) upon successful modification of a Subscription Version.


Note: Whenever a New SP Due Date, Old SP Due Date, Old SP Authorization, and/or Medium Timer Indicator appears in a successful Subscription Version Modify request for Pending or Conflict subscription versions, the appropriate Subscription versions shall be modified and  an Attribute Value Change (AVC) notification shall be generated for the modify request that contains the specified attributes.  If the Timer Type and Business Hour Type does not change as a result of the SV Modify request, the Timer Type and Business Hour Type will not appear in the AVC notification.


Note:  Pending Subscription Version notifications for pseudo-LRN are only sent if the NPAC Customer SOA Pseudo-LRN Indicator is set to TRUE and the NPAC Customer SOA Pseudo-LRN Notification Indicator is set to TRUE.








GDMO Changes:





Changes to the behavior of the LNP NPAC Subscription Version Managed Object Class:





[snip]





        Attribute value change notifications will be sent to both service


        provider SOAs when the following attribute values appear in a modify 


        request and/or change for a pending, cancel-pending, or conflict 


        subscription versions (AVCs are not sent for modify active 


        subscription versions).  Also when the NPAC automatically


        sets a subscription version from cancel-pending to conflict upon


        expiration of the appropriate timers:





        subscriptionNewSP-DueDate


        subscriptionNewSP-CreationTimeStamp


        subscriptionOldSP-DueDate


        subscriptionOldSP-Authorization


        subscriptionOldSP-AuthorizationTimeStamp


        subscriptionStatusChangeCauseCode


        subscriptionVersionStatus





[snip]








IIS Changes:


Changes to Exhibit 11. The Notification Interface Functionality Table





[snip]


			subscriptionVersionRangeAttributeValueChange


			This notification or the Attribute Value Change notification is sent when specified attributes appear in a modify request or have been updated. This notification is issued via the SOA to NPAC SMS interface.  


The NPAC SMS sends the appropriate notification depending upon the Service Provider's TN Range Notification Indicator.














Changes to EFD:


[bookmark: _Toc387211424][bookmark: _Toc387214337][bookmark: _Toc387214622][bookmark: _Toc387655317][bookmark: _Toc387722729][bookmark: _Toc411837859][bookmark: _Toc483807886][bookmark: _Toc16523145][bookmark: _Toc271026966][bookmark: _Toc380064226][bookmark: _Toc438029691]Update Step 3 of Flow B.5.2.3 SubscriptionVersion Modify Prior to Activate Using M-ACTION and Step 3 of Flow B.5.2.3 SubscriptionVersion Modify Prior to Activate Using M-SET





3. NPAC SMS issues, depending upon the old service provider’s TN Range Notification Indicator, an attributeValueChange or subscriptionVersionRangeAttributeValueChange M-EVENT-REPORT to the old service provider SOA.  If the subscriptionVersionStatus was set to conflict, include the subscriptionConflictTimeStamp attribute in the broadcast.  Attribute value change notifications will be sent to both service provider SOAs when the following attribute values appear in the SV modify request and/or change for a pending, cancel-pending, conflict, or disconnect-pending subscription version:
 - subscriptionNewSP-DueDate
 - subscriptionNewSP-CreationTimeStamp
 - subscriptionOldSP-Authorization
 - subscriptionOldSP-AuthorizationTimeStamp
 - subscriptionStatusChangeCauseCode
- subscriptionTimerType – if supported by the Service Provider SOA
- subscriptionBusinessType – if supported by the Service Provider SOA
- subscriptionOldSPMediumTimerIndicator – if supported by the Service Provider SOA
- subscriptionNewSPMediumTimerIndicator – if supported by the Service Provider SOA
 


In the event the modification request results in a change of status the NPAC SMS will send, depending upon the old service provider’s TN Range Notification Indicator, a statusAttributeValueChange or a subscriptionVersionRangeStatusAttributeValueChange which includes the subscriptionVersionStatus to the old service provider SOA.  In the event the modification request results in a change of the status change cause code, that value will be included as well.  For the XML interface, VATN – SvAttributeValueChangeNotification.


Changes to the XIS:


[snip]


Section 5.6.41 SvAttributeValueChangeNotification


This message is a notification to a SOA that certain attribute values of an SV have appeared in a modify request and/or have been changed.


[snip]
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Business Need


An Inactive SPID is being used, causing SV data issues.


In some cases, upon completion of the pre-port process (LSR/FOC, WPR/WPRR), the Service Provider currently serving the TN (soon to be the Old SP) immediately submits a “release” message to the NPAC (Old SP Create Subscription Version Request).  Consequently, a pending SV is established at the NPAC based on this Request.


Sometimes, the Old SP replies on the New SP name to select the SPID value to enter on its “release” message to the NPAC.  Because some SPs have more than one valid SPID at the NPAC, the Old SP might not select the New SP SPID value that was included on the LSR, but a different SPID value for the same Service Provider.  Further complicating the port transaction, the New SP SPID entered by the Old SP may be a SPID that the New SP has decomissioned.  Untangling the message involves substantial manual effort and results in a delay in establishing the consumer's new telephone service.


Current NPAC business rules require that the NPAC retain a SPID as long as it is associated with any network data, such as an LRN, or it appears in any active-like SV record.  That is, even if the SPID appears only as the "Old SP" in an SV record, the SPID cannot be decommissioned in the NPAC in such a way that the error described above can be prevented.  Hence, the “inactive” SPID is not inactive in the NPAC.


The business need is to provide some mechanism that would disallow the use of a SPID that has been decommissioned by the Service Provider, but still remains in the NPAC because of the current business rules.





Description of Change:


This change order is being created to resolve the issue of incorrectly using an “inactive” SPID.


The proposed change is to allow a SPID to be deleted if it is listed as the Old SP on an active-like SV.  This change would not affect functionality in the NPAC (ability to port, PTO) as this decommissioned SPID does not own any codes, pooled blocks, or SVs.  Yet, it would prevent the incorrect usage/reference of this decommissioned SPID when creating new SVs.


There are both a short-term solution and a long-term solution to this “inactive” SPID delete scenario where the only data that exists for this decommissioned SPID are the active-like SVs where they are the Old SP value.  In the description below, the decommissioned SPID is 1111, and the newer/current a temporary placeholder SPID for the Service Provider (not used by any Service Provider in that region) is 2222:


1. Short-term – Execute a script during the maintenance window (or a pre-defined and agreed-upon window while the system is up and running) that performs a work-around for the current requirements functionality.  At a high-level, this would involve the following:


a. Clean-up any pending SVs that list 1111 as the new SP.


b. Enter maintenance.


c. Update the Old SP value from 1111 to 2222 on the applicable SVs.


d. Delete 1111 (this will cause the delete download to all Service Providers).


e. Restore the Old SP value from 2222 to 1111 on the applicable SVs.


f. Bring the region back up.


g. All Service Providers will recover the delete download.


h. Decommissioned SPID 1111 is no longer valid for SV create messages.


2. Long-term – Discuss two options (2a and 2b), then decide.  Make corresponding software changes to the NPAC:


a. Allow the delete of a SPID in the NPAC, even when there are active SVs that use that SPID value in the Old SP field.


b. Add an NPAC setting/status that prevents a SPID from being specified in the New SP field on SV Create messages.


c. During the July 2013 LNPA WG meeting, it was decided by the group that there was benefit to having both 2a and 2b for the long-term solution.  As such, new requirements will be added to this document.



[bookmark: _Toc59881639]Requirements:


TBD.


Existing Requirements.


(RR4-3.1 is not changing, but is included for reference purposes to define “affected” SVs in R4-22.1, R4-22.2, and R4-22.3)


RR4-3.1	Removal of NPA-NXX – Subscription Version Check


NPAC SMS shall allow removal of an NPA-NXX by NPAC personnel only if no Subscription Versions, except for Old without a Failed SP List or Canceled Subscription Versions, exist for the NPA-NXX.


R4-22.1	No Subscription Versions during Service Provider Delete


NPAC SMS shall perform the deletion of the Service Provider data, notify the user that the deletion request was successful, if there are no affected Subscription Versions, and write the Service Provider data to a history file.


Note:  The Subscription Versions that are allowed to exist include Cancelled, Old with an empty Failed SP List, and Active where the Old Service Provider value is the SPID.


R4-22.2	Subscription during Service Provider Delete


NPAC SMS shall notify the user that the request to delete the Service Provider data cannot be completed until the affected individual Subscription Versions are modified, if affected Subscription Versions are found.


Note:  The Subscription Versions that are allowed to exist include Cancelled, Old with an empty Failed SP List, and Active where the Old Service Provider value is the SPID.


R4-22.3	Service Provider subscription restrictions during Network Data Delete.


NPAC SMS shall determine if there are any Subscription Versions being affected by the NPA-NXX and/or LRN data being deleted.


Note:  The Subscription Versions that are allowed to exist include Cancelled, and Old with an empty Failed SP List.


R5-18.5	Create Subscription Version - Service Provider ID Validation


NPAC SMS shall verify that the old and new Service Provider IDs exist in the NPAC SMS system and are available for porting, upon Subscription Version creation for an Inter-Service Provider port.


New Requirements.


Req 1	Service Provider – No new Subscription Versions as New Service Provider


NPAC SMS shall allow NPAC personnel to mark a Service Provider as not-available for use as the New Service Provider in Subscription Versions Create Requests.


Req 2	Create “Intra-Service ” Subscription Version - Service Provider ID Validation


NPAC SMS shall verify that the old and new Service Provider IDs exist in the NPAC SMS system and are available for porting, upon Subscription Version creation for an Intra-Service Provider port.








IIS:


No Change Required.


Flow B.3.2, Service Provider Deletion by the NPAC.


Check the database to see if the service provider has associated with it NPA-NXX data, LRN data, or subscription versions with status other than old with an empty failed SP List cancelled, or Active where the Old Service Provider value is the SPID.  If so, deny the request.








XIS:


No Change Required.








GDMO:


No Change Required.








ASN.1:


No Change Required.








XML:


No Change Required.
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Business Need


During the discussion of NANC 372 and the XML Interface, it was stated that two types of messages in the CMIP interface were not used:


1. The NPAC does not use the CMIP message to indicate scheduled downtime.


2. The SOA and LSMS do not use the CMIP message for creating their own NPA-NXX Filters


For scheduled downtime, Neustar has contractual arrangements with the NAPM and the CLNPC on the dates and times involved in regularly scheduled downtime (Sunday morning, various durations).  Therefore a CMIP message mechanism is not needed.


For NPA-NXX Filters, all Service Providers utilize the NPAC Help Desk procedures where NPAC Personnel manage NPA-NXX Filters for the given Service Providers.  Although part of the original system design, Neustar is unaware of any Service Provider that has the self-management of NPA-NXX Filters in their local systems today.





Description of Change:


This change order is being created to remove unused CMIP messages from the NPAC.


The proposed change is to delete the following:


1. The notification, lnpNPAC-SMS-Operational-Information.  This is sent from the NPAC to the SOA, and the NPAC to the LSMS.


2. The management of the lsmsFilterNPA-NXX object.  This includes creating (M-CREATE Request), deleting (M-DELETE Request), querying (M-GET Request).














[bookmark: _Toc59881639]Requirements:


Remove narrative and requirements.


2.5, Disaster Recovery and Backup Process.


3.6.1 NPA-NXX Level Filters, RR3-5, RR3-6, RR3-7, RR3-8, RR3-9, RR3-768, RR3-769.


6.7.1, Notification Recovery, lnpNPAC-SMS-Operational-Information.


Appendix E, Download Files, lnpNPAC-SMS-Operational-Information.








IIS:


Remove narrative and flows.


Several references to lnpNPAC-SMS-Operational-Information.


Reference to LSMS Filter NPA-NXX Create.


Reference to LSMS Filter NPA-NXX Delete.


Reference to LSMS Filter NPA-NXX Query.


Flow B.8.1, SOW/Local SMS Notification of Scheduled NPAC Downtime.


Flows in B.6, LSMS Filter NPA-NXX Scenarios (SOA/LSMS Create, Delete, and Query their own NPA-NXX Filters).





XIS:


No Change Required.








GDMO:


Remove objects, notifications, and behavior description.


Several references to lnpNPAC-SMS-Operational-Information.


Several references to SOA/LSMS creating or deleting their own lsmsFilterNPA-NXX data.





ASN.1:


Remove references.


Several refences to lnp-npac-sms-operational-information.


XML:


No Change Required.
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Business Need


During the May 2013 LNPA WG meeting, participants discussed a pending request for a SPID Migration of 840,000 SV records, that included 880 Number Pool Blocks.  Since all LSMSs are now EDR, the actual number of records to be updated was approximately 1000, and not 840,000, but the SPID Migration needed exception processing because it exceeded the TN threshold of 500,000.  This led to a July 2013 LNPA WG discussion about the “count” method.  The consensus of the WG was that in the current all-EDR environment, the quantity of pooled SVs is no longer relevant, and as such the count should use Number Pool Block records and not pooled SV records.





Description of Change:


This change order is being created to change the definition of TN threshold for a SPID Migration.  Pooled SVs will no longer be factored into the count of SV records affected by a SPID Migration.






[bookmark: _Toc59881639]Requirements:


(no actual requirement is updated, just a note under requirement RR3-612.  All requirements related to quota are included here for context)





RR3-602	SPID Migration Update – Quota Management


NPAC SMS shall apply quota to SPID Migration operations for Total US SPID Migrations, Total Regional Migrations, and Regional SV Counts when NPAC Personnel approve a SPID migration.  (previously NANC 408, Req X34)


RR3-603	SPID Migration Update – Quota Management – Quota Exceeded Rejection for Service Provider Personnel


NPAC SMS shall check quota to SPID Migration operations when a Service Provider creates or modifies a SPID Migration and reject the request if any of the quotas have been exceeded.  (previously NANC 408, Req X35)


RR3-604	SPID Migration Update – Quota Management – Quota Exceeded Warning for NPAC Personnel


NPAC SMS shall check quota to SPID Migration operations when NPAC Personnel creates or modifies a SPID Migration and provide a warning if any of the quotas have been exceeded.  (previously NANC 408, Req X35.5)


RR3-605	SPID Migration Update – Quota Management – Quota Exceeded Warning Content


NPAC SMS shall include the Pending and Approved counts for all exceeded quotas in the Quota Exceeded Warning Message.  (previously NANC 408, Req X36)


RR3-606	SPID Migration Update – Migration Quota Tunable Parameter


NPAC SMS shall provide a SPID Migration Quota tunable parameter, which is defined as the maximum number of SPID Migration timeslots within a region for a given SPID Migration maintenance window.  (previously NANC 408, Req 27)


RR3-607	SPID Migration Update – Migration Quota Tunable Parameter Default


NPAC SMS shall default the SPID Migration Quota tunable parameter to seven (7) migrations.  (previously NANC 408, Req 28)


RR3-608	SPID Migration Update – Migration Quota Tunable Parameter Modification


NPAC SMS shall allow NPAC SMS Personnel, via the NPAC Administrative Interface, to modify the SPID Migration Quota tunable parameter.  (previously NANC 408, Req 29)


RR3-609	SPID Migration Update – All Regions Migration Quota Tunable Parameter


NPAC SMS shall provide an All Regions SPID Migration Quota tunable parameter, which is defined as the maximum number of SPID Migrations timeslots for all regions for a given SPID Migration maintenance window.  (previously NANC 408, Req 30)


RR3-610	SPID Migration Update – All Regions Migration Quota Tunable Parameter Default


NPAC SMS shall default the All Regions SPID Migration Quota tunable parameter to twenty-five (25) migrations.  (previously NANC 408, Req 31)


RR3-611	SPID Migration Update – All Regions Migration Quota Tunable Parameter Modification


NPAC SMS shall allow NPAC SMS Personnel, via the NPAC Administrative Interface, to modify the All Regions SPID Migration Quota tunable parameter.  (previously NANC 408, Req 32)


RR3-612	SPID Migration Update – SV Quota Tunable Parameter


NPAC SMS shall provide a SPID Migration SV Quota tunable parameter, which is defined as the maximum number of SVs and NPBs within a region for a given SPID Migration maintenance window.  (previously NANC 408, Req 35)


NOTE:  The number includes both ported and pooled SVs plus number pool blocks.  The number of pooled SVs are NOT included.


NOTE:  The quantity of SVs and NPBs can be dynamic, so the quantity is based on the number of SVs and NPBs for a given migration at the time of the SPID Migration request.  For subsequent migrations in a given window, the previous SPID Migration SV quantities are not recalculated.  Modifying a SPID Migration will cause SV and NPB quantities to be recalculated.


RR3-613	SPID Migration Update – SV Quota Tunable Parameter Default


NPAC SMS shall default the SPID Migration SV Quota tunable parameter to five hundred thousand (500,000) SVs and NPBs.  (previously NANC 408, Req 36)


RR3-614	SPID Migration Update – SV Quota Tunable Parameter Modification


NPAC SMS shall allow NPAC SMS Personnel, via the NPAC Administrative Interface, to modify the SPID Migration SV Quota tunable parameter.  (previously NANC 408, Req 37)








IIS:


No Change Required.








GDMO:


No Change Required.








ASN.1:


No Change Required.








XIS:


No Change Required.








XSD:


No Change Required.





Page 1 of 4




image7.emf

Sunset_List_Revised_4 61 - changebars accepted June 2017.docx




Sunset_List_Revised_461 - changebars accepted June 2017.docx

LNPA WG – Potential Sunset List


LNPA WG Agenda Item – Determine what NPAC Functionality should be considered for sunset


Service Provider Data


Sunset the ability for Service Providers to update their CMIP network data in their customer profile





The NPAC Customer Network Address information allows Service Providers to modify their own data, such as NSAP, TSAP, SSAP, PSAP, and Internet Address.  It would be more secure to only allow NPAC Personnel to modify this data on behalf of the Service Provider, as an incorrect modification would cause the Service Provider to lose connectivity to the NPAC.



NPAC LOE:  Low-Medium.





			


			iconectiv


			Neustar


			Oracle





			SOA LOE


			Low


			Medium


			N/A





			LSMS LOE


			None


			None


			Medium











Usage:  No Service Provider has updated their CMIP Network Data in their customer profile in the past year. 





Local System Impact:  Either an operations change (if disabled in the NPAC only) or a functionality change (if removed from the interface) would be required to sunset this capability.  June 2017 update: The NPAC would be changed to return an existing application-level error (if application-level errors are supported by the system / SPID) or a primitive error (if application-level errors are not supported by the system / SPID) if any NPAC Customer Network Address information is provided in an otherwise valid modification request.  This change would eliminate any impacts to local system interfaces for sunset of this item.


Removed


Sunset unused Customer Contact information on NPAC Admin GUI and LTI





The NPAC Customer Contact information has categories for Billing, Conflict Resolution, LSMS, NPAC Customer, Network and Communications Facilities, Operations, and Repair Center.  Many of these are either left blank, or populated with the same information for all categories, rendering them not helpful to other Service Providers that are looking to get the appropriate contact information. At one time this information was used to populate the NPAC secure website, however today all contact info for the secure website is pulled from a different system. The contact info in the NPAC customer profile can only be viewed by the profile SPID and NPAC Personnel.



NPAC LOE:  Low-Medium.








			


			Iconectiv


			Neustar


			Oracle





			SOA LOE


			Low


			Low


			N/A





			LSMS LOE


			None


			None


			None











Usage:  There were 3 Service Providers that requested to change the contact information in their profile in 2014.





Local System Impact:  Currently, the Customer Contact information can be queried over the XML and CMIP interfaces and updated over the CMIP interface.  Either an operations change (if disabled in the NPAC only) or a functionality change (if removed from the interface) would be required to sunset this capability.  June 2017 update:  The NPAC would be changed to return an existing application-level error (if application-level errors are supported by the system / SPID) or a primitive error (if application-level errors are not supported by the system / SPID) if any NPAC Customer Contact information is provided in an otherwise valid CMIP modification request.  This change would eliminate any impacts to local system interfaces for sunset of this item.


Sunset ability for SOA to use a separate channel for notifications (NANC 383)





During the May/Jul 2016 LNPA WG meetings, a discussion took place regarding the current usage of NANC 383 functionality, Separate SOA Channel for Notifications.  As it was determined that no SP was currently using the functionality, it was requested that this be placed on the Sunset List for future consideration.



NPAC LOE:  TBD.








			


			Iconectiv


			Neustar


			Oracle





			SOA LOE


			TBD


			TBD


			TBD





			LSMS LOE


			TBD


			TBD


			TBD











Usage:  None as of the Jul 2016 LNPA WG meeting.





Local System Impact:  TBD.





Network Data


Removed


Removed






Subscription Data


Sunset single TN Notifications





In R3.1 (Oct 2001), the NPAC implemented NANC 179, TN Range Notifications.  For SOAs/LSMSs that do not support ranges, individual TN notifications are used.  Ranged notifications are beneficial for updates to multiple SVs because the notification information is consolidated into a single notification.  This functionality is optional in the XML interface.  For 1 TN, a range notification of 1 is used.



NPAC LOE:  Low-Medium.





			


			Iconectiv


			Neustar


			Oracle





			SOA LOE


			None


			None


			N/A





			LSMS LOE


			None


			None


			None











Usage:  5 SOA SPIDs (3 Service Providers) in the 7 U.S. NPAC Regions currently do not support range notifications.  The vendor(s) for these 3 Service Providers do support range notifications.





Removed 





[bookmark: OLE_LINK1][bookmark: OLE_LINK2]Removed





Sunset the ability for SOA to not support Cause Code 2 (automatic conflict from cancellation notification)





In R3.3 (Feb 2006), the NPAC implemented NANC 138, Definition of Cause Codes.  A new cause code was added to differentiate 1.) automatic cancellation, from 2.) automatic conflict from cancellation.  For SOAs that do not support cause code #2, the cause code was set to #1 in all cases, thereby limiting the effectiveness of cause code #1 (is it really #1, or #2 defaulted to #1?).  This functionality is still optional in the XML interface.





NPAC LOE:  Low.





			


			iconectiv


			Neustar


			Oracle





			SOA LOE


			None


			None


			N/A





			LSMS LOE


			None


			None


			None











Usage:  11 SOA SPIDs (10 Service Providers) in the 7 U.S. NPAC Regions currently do not support Cause Code 2.  The vendor(s) for these 10 Service Providers do support Cause Code 2.









Sunset the ability for SOA to not support receiving AVC when an SV transitions from Cancel-Pending to Conflict due to expiration of T2





NANC change order 373 was created and discussed in Dec 2002.  The NPAC documentation did NOT initially list the AttributeValueChange notification when the NPAC automatically sets an SV from cancel-pending to conflict at expiration of the T2 timer. To reconcile this, a doc only change was made to include it and the AVC notification was optional. If this feature is sunset it would no longer be optional. All systems would receive the notification. This is required in the XML interface.



NPAC LOE:  Low.





			


			iconectiv


			Neustar


			Oracle





			SOA LOE


			None


			None


			N/A





			LSMS LOE


			None


			None


			None











Usage:  11 SOA SPIDs (5 Service Providers) in the 7 U.S. NPAC Regions currently do not support receiving AVC when an SV transitions from Cancel-Pending to Conflict due to expiration of T2.  The vendor(s) for these 5 Service Providers do support receiving the AVC.





Pool Block Data


Removed





Audits


Removed





Removed





Recovery


Removed


BDDs


Sunset BDD Response Files





In R3.2 (May 2003), the NPAC implemented NANC 322, Clean up Failed SP List based on Service Provider’s BDD Response File.  This allowed a failed LSMS to bypass the receipt of SV data during an SV Recovery Request if the LSMS already received the SVs in a BDD File.  This functionality is not interface specific. It could be used by providers regardless of what interface they support.



NPAC LOE:  Low.





			


			Iconectiv


			Neustar


			Oracle





			SOA LOE


			None


			None


			N/A





			LSMS LOE


			None


			None


			None











Usage:  No provider has ever sent a BDD response file to the NPAC for processing.  At the January 2015 LNPA WG meeting, the group determined that this is a strong candidate for sunsetting.





Reports


Removed





Sunset Data Integrity Sample (Audit and report)





The Data Integrity Sample functionality is no longer needed (both the audit and the report).  This is defined in section 8.7, Data Integrity Sampling, of the FRS.  It was designed to monitor data integrity between the NPAC SMS and the Local SMS.  Data integrity has never been an issue, as failed SP Lists with corresponding recovery requests, and audits are self-cleaning mechanisms.



NPAC LOE:  Low.





			


			iconectiv


			Neustar


			Oracle





			SOA LOE


			None


			None


			N/A





			LSMS LOE


			None


			None


			None











Usage:  The Sample Audit is run every 7 days, but the report is never generated. 





Other Data


Removed


Removed


Sunset the following (highlighted in yellow) unused billing categories (like mass storage, audits, etc.)





Some billing data and billing reports are not used (e.g., R11-4, Usage Measurements for Allocated Mass Storage, NPAC SMS shall generate usage measurements for the allocated mass storage – number of records stored – for each Service Provider).



From the FRS (NOTE:  Only the following functionality highlighted in yellow is being considered for sunsetting):





[bookmark: _Toc357417121][bookmark: _Toc361567576][bookmark: _Toc364226300][bookmark: _Toc365874913][bookmark: _Toc367618328][bookmark: _Toc368561434][bookmark: _Toc368728378][bookmark: _Toc380829238][bookmark: _Toc436023431][bookmark: _Toc436025494][bookmark: _Toc376766656]11.2	System Functionality


R11‑2	Generating Usage Measurements for NPAC Resources


NPAC SMS shall measure and record the usage of NPAC resources on a per Service Provider basis.


R11‑3	Generating Usage Measurements for Allocated Connections


NPAC SMS shall generate usage measurements for allocated connections for each Service Provider.


R11‑4	Generating Usage Measurements for Allocated Mass Storage


NPAC SMS shall generate usage measurements for the allocated mass storage (number of records stored) for each Service Provider.


R11-9	Billing Report Types


NPAC SMS shall be capable of creating the following billing reports:


· Login Session Per Service Provider


· Allocated Mass Storage


· Messages Processed by type (to include download data and data resent by request)


· Audits Requested and Processed


· Requested Report Generation


· Service Establishment (to include Service Provider establishment, user login ID addition to the NPAC SMS, and mechanized Interface Activation)


R11-13	NPAC Personnel Billing Report Destination


· NPAC SMS shall allow NPAC personnel to determine the output destination of the billing report. The destinations will include: on-line (on screen), printer, file, or FAX. The default selection is on-line.





NPAC LOE:  Low.





			


			Iconectiv


			Neustar


			Oracle





			SOA LOE


			None


			None


			N/A





			LSMS LOE


			None


			None


			None











Usage:  None.





Removed


GUI


Clarify Requirements for Unused User ID disable period tunable/feature





The NPAC has a feature that “disables” LTI user IDs that are not used on a regular basis.  As some Service Providers only maintain LTI connections for back-up purposes, some user IDs may go many months in between usage.  The FRS requirements for this “disabling” feature should be clarified through a Doc Only change to state that the LTI User can and must access their “disabled” account using their old password, and reset to a new password, in order to reactivate their account.  Until activated, resetting to a new password is the only accessible functionality for the account.  This is consistent with current functionality for this feature.





NPAC LOE:  Low.





			


			Iconectiv


			Neustar


			Oracle





			SOA LOE


			None


			None


			N/A





			LSMS LOE


			None


			None


			None











Usage:  Currently there are 834 User IDs that are disabled due to lack of use and their password needing to be changed before they can login again.  In the past year, 46 Users reset their password.
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LNPA WG – Potential Sunset List


LNPA WG Agenda Item – Determine what NPAC Functionality should be considered for sunset


Service Provider Data


Sunset the ability for Service Providers to update their CMIP network data in their customer profile





The NPAC Customer Network Address information allows Service Providers to modify their own data, such as NSAP, TSAP, SSAP, PSAP, and Internet Address.  It would be more secure to only allow NPAC Personnel to modify this data on behalf of the Service Provider, as an incorrect modification would cause the Service Provider to lose connectivity to the NPAC.



NPAC LOE:  Low-Medium.





			


			iconectiv


			Neustar


			Oracle





			SOA LOE


			Low


			Medium


			N/A





			LSMS LOE


			None


			None


			Medium











Usage:  No Service Provider has updated their CMIP Network Data in their customer profile in the past year. 





Local System Impact:  Either an operations change (if disabled in the NPAC only) or a functionality change (if removed from the interface) would be required to sunset this capability.  June 2017 update: The NPAC would be changed to return an existing application-level error (if application-level errors are supported by the system / SPID) or a primitive error (if application-level errors are not supported by the system / SPID) if any NPAC Customer Network Address information is provided in an otherwise valid modification request.  This change would eliminate any impacts to local system interfaces for sunset of this item.


Removed


Sunset unused Customer Contact information on NPAC Admin GUI and LTI





The NPAC Customer Contact information has categories for Billing, Conflict Resolution, LSMS, NPAC Customer, Network and Communications Facilities, Operations, and Repair Center.  Many of these are either left blank, or populated with the same information for all categories, rendering them not helpful to other Service Providers that are looking to get the appropriate contact information. At one time this information was used to populate the NPAC secure website, however today all contact info for the secure website is pulled from a different system. The contact info in the NPAC customer profile can only be viewed by the profile SPID and NPAC Personnel.



NPAC LOE:  Low-Medium.








			


			Iconectiv


			Neustar


			Oracle





			SOA LOE


			Low


			Low


			N/A





			LSMS LOE


			None


			None


			None











Usage:  There were 3 Service Providers that requested to change the contact information in their profile in 2014.





Local System Impact:  Currently, the Customer Contact information can be queried over the XML and CMIP interfaces and updated over the CMIP interface.  Either an operations change (if disabled in the NPAC only) or a functionality change (if removed from the interface) would be required to sunset this capability.  June 2017 update:  The NPAC would be changed to return an existing application-level error (if application-level errors are supported by the system / SPID) or a primitive error (if application-level errors are not supported by the system / SPID) if any NPAC Customer Contact information is provided in an otherwise valid CMIP modification request.  This change would eliminate any impacts to local system interfaces for sunset of this item.


Sunset ability for SOA to use a separate channel for notifications (NANC 383)





During the May/Jul 2016 LNPA WG meetings, a discussion took place regarding the current usage of NANC 383 functionality, Separate SOA Channel for Notifications.  As it was determined that no SP was currently using the functionality, it was requested that this be placed on the Sunset List for future consideration.



NPAC LOE:  TBD.








			


			Iconectiv


			Neustar


			Oracle





			SOA LOE


			TBD


			TBD


			TBD





			LSMS LOE


			TBD


			TBD


			TBD











Usage:  None as of the Jul 2016 LNPA WG meeting.





Local System Impact:  TBD.





Network Data


Removed


Removed






Subscription Data


Sunset single TN Notifications





In R3.1 (Oct 2001), the NPAC implemented NANC 179, TN Range Notifications.  For SOAs/LSMSs that do not support ranges, individual TN notifications are used.  Ranged notifications are beneficial for updates to multiple SVs because the notification information is consolidated into a single notification.  This functionality is optional in the XML interface.  For 1 TN, a range notification of 1 is used.



NPAC LOE:  Low-Medium.





			


			Iconectiv


			Neustar


			Oracle





			SOA LOE


			None


			None


			N/A





			LSMS LOE


			None


			None


			None











Usage:  5 SOA SPIDs (3 Service Providers) in the 7 U.S. NPAC Regions currently do not support range notifications.  The vendor(s) for these 3 Service Providers do support range notifications.





Removed 





[bookmark: OLE_LINK1][bookmark: OLE_LINK2]Removed





Sunset the ability for SOA to not support Cause Code 2 (automatic conflict from cancellation notification)





In R3.3 (Feb 2006), the NPAC implemented NANC 138, Definition of Cause Codes.  A new cause code was added to differentiate 1.) automatic cancellation, from 2.) automatic conflict from cancellation.  For SOAs that do not support cause code #2, the cause code was set to #1 in all cases, thereby limiting the effectiveness of cause code #1 (is it really #1, or #2 defaulted to #1?).  This functionality is still optional in the XML interface.





NPAC LOE:  Low.





			


			iconectiv


			Neustar


			Oracle





			SOA LOE


			None


			None


			N/A





			LSMS LOE


			None


			None


			None











Usage:  11 SOA SPIDs (10 Service Providers) in the 7 U.S. NPAC Regions currently do not support Cause Code 2.  The vendor(s) for these 10 Service Providers do support Cause Code 2.









Sunset the ability for SOA to not support receiving AVC when an SV transitions from Cancel-Pending to Conflict due to expiration of T2





NANC change order 373 was created and discussed in Dec 2002.  The NPAC documentation did NOT initially list the AttributeValueChange notification when the NPAC automatically sets an SV from cancel-pending to conflict at expiration of the T2 timer. To reconcile this, a doc only change was made to include it and the AVC notification was optional. If this feature is sunset it would no longer be optional. All systems would receive the notification. This is required in the XML interface.



NPAC LOE:  Low.





			


			iconectiv


			Neustar


			Oracle





			SOA LOE


			None


			None


			N/A





			LSMS LOE


			None


			None


			None











Usage:  11 SOA SPIDs (5 Service Providers) in the 7 U.S. NPAC Regions currently do not support receiving AVC when an SV transitions from Cancel-Pending to Conflict due to expiration of T2.  The vendor(s) for these 5 Service Providers do support receiving the AVC.





Pool Block Data


Removed





Audits


Removed





Removed





Recovery


Removed


BDDs


Sunset BDD Response Files





In R3.2 (May 2003), the NPAC implemented NANC 322, Clean up Failed SP List based on Service Provider’s BDD Response File.  This allowed a failed LSMS to bypass the receipt of SV data during an SV Recovery Request if the LSMS already received the SVs in a BDD File.  This functionality is not interface specific. It could be used by providers regardless of what interface they support.



NPAC LOE:  Low.





			


			Iconectiv


			Neustar


			Oracle





			SOA LOE


			None


			None


			N/A





			LSMS LOE


			None


			None


			None











Usage:  No provider has ever sent a BDD response file to the NPAC for processing.  At the January 2015 LNPA WG meeting, the group determined that this is a strong candidate for sunsetting.





Reports


Removed





Sunset Data Integrity Sample (Audit and report)





The Data Integrity Sample functionality is no longer needed (both the audit and the report).  This is defined in section 8.7, Data Integrity Sampling, of the FRS.  It was designed to monitor data integrity between the NPAC SMS and the Local SMS.  Data integrity has never been an issue, as failed SP Lists with corresponding recovery requests, and audits are self-cleaning mechanisms.



NPAC LOE:  Low.





			


			iconectiv


			Neustar


			Oracle





			SOA LOE


			None


			None


			N/A





			LSMS LOE


			None


			None


			None











Usage:  The Sample Audit is run every 7 days, but the report is never generated. 





Other Data


Removed


Removed


Sunset the following (highlighted in yellow) unused billing categories (like mass storage, audits, etc.)





Some billing data and billing reports are not used (e.g., R11-4, Usage Measurements for Allocated Mass Storage, NPAC SMS shall generate usage measurements for the allocated mass storage – number of records stored – for each Service Provider).



From the FRS (NOTE:  Only the following functionality highlighted in yellow is being considered for sunsetting):





[bookmark: _Toc357417121][bookmark: _Toc361567576][bookmark: _Toc364226300][bookmark: _Toc365874913][bookmark: _Toc367618328][bookmark: _Toc368561434][bookmark: _Toc368728378][bookmark: _Toc380829238][bookmark: _Toc436023431][bookmark: _Toc436025494][bookmark: _Toc376766656]11.2	System Functionality


R11‑2	Generating Usage Measurements for NPAC Resources


NPAC SMS shall measure and record the usage of NPAC resources on a per Service Provider basis.


R11‑3	Generating Usage Measurements for Allocated Connections


NPAC SMS shall generate usage measurements for allocated connections for each Service Provider.


R11‑4	Generating Usage Measurements for Allocated Mass Storage


NPAC SMS shall generate usage measurements for the allocated mass storage (number of records stored) for each Service Provider.


R11-9	Billing Report Types


NPAC SMS shall be capable of creating the following billing reports:


· Login Session Per Service Provider


· Allocated Mass Storage


· Messages Processed by type (to include download data and data resent by request)


· Audits Requested and Processed


· Requested Report Generation


· Service Establishment (to include Service Provider establishment, user login ID addition to the NPAC SMS, and mechanized Interface Activation)


R11-13	NPAC Personnel Billing Report Destination


· NPAC SMS shall allow NPAC personnel to determine the output destination of the billing report. The destinations will include: on-line (on screen), printer, file, or FAX. The default selection is on-line.





NPAC LOE:  Low.





			


			Iconectiv


			Neustar


			Oracle





			SOA LOE


			None


			None


			N/A





			LSMS LOE


			None


			None


			None











Usage:  None.





Removed


GUI


Clarify Requirements for Unused User ID disable period tunable/feature





The NPAC has a feature that “disables” LTI user IDs that are not used on a regular basis.  As some Service Providers only maintain LTI connections for back-up purposes, some user IDs may go many months in between usage.  The FRS requirements for this “disabling” feature should be clarified through a Doc Only change to state that the LTI User can and must access their “disabled” account using their old password, and reset to a new password, in order to reactivate their account.  Until activated, resetting to a new password is the only accessible functionality for the account.  This is consistent with current functionality for this feature.





NPAC LOE:  Low.





			


			Iconectiv


			Neustar


			Oracle





			SOA LOE


			None


			None


			N/A





			LSMS LOE


			None


			None


			None











Usage:  Currently there are 834 User IDs that are disabled due to lack of use and their password needing to be changed before they can login again.  In the past year, 46 Users reset their password.
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NANC 467 - iconectiv6 - ASN.1 - lnpRecoveryComplete V1.docx

NANC TBD467 –V1


Origination Date:  09/03/15


Originator:  iconectiv


[bookmark: _Toc72227019]Change Order Number:  NANC TBD467


Description:  ASN.1 – CMIP lnpRecoveryComplete Action reply


Functional Backwards Compatible:  Yes





IMPACT/CHANGE ASSESSMENT








			DOC


			FRS


			IIS





			


			N


			N











			CMIP


			GDMO


			ASN.1


			NPAC


			SOA


			LSMS





			


			N


			Y


			N


			N


			N











			XML


			XIS


			XSD


			NPAC


			SOA


			LSMS





			


			N


			N


			N


			N


			N














Business Need


Recovery - CMIP lnpRecoveryComplete Action reply - RecoveryCompleteReply definition in ASN.1  contains subscriber-data, network-data, block-data.  However, all of the subscription, network and block data is recovered via other messages, not the recovery complete message.  These attributes seem to be unnecessary, and if so, can they be removed from ASN.1?





Description of Change:


Delete attributes.









[bookmark: _Toc59881639]ASN.1:


RecoveryCompleteReply ::= SEQUENCE {


    status ResultsStatus,


    subscriber-data [1] SubscriptionDownloadData OPTIONAL,


    network-data [2] NetworkDownloadData OPTIONAL,


    block-data [3] BlockDownloadData OPTIONAL,


    error-code [41] LnpSpecificErrorCode OPTIONAL -- present if status not success


}
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NANC 471 - iconectiv22 - ASN.1 - SV DisconnectReply V1.docx

NANC TBD471 –V1


Origination Date:  09/03/15


Originator:  iconectiv


[bookmark: _Toc72227019]Change Order Number:  NANC TBD471


Description:  ASN.1 – SV DisconnectReply


Functional Backwards Compatible:  Yes





IMPACT/CHANGE ASSESSMENT








			DOC


			FRS


			IIS





			


			N


			N











			CMIP


			GDMO


			ASN.1


			NPAC


			SOA


			LSMS





			


			N


			Y


			N


			N


			N











			XML


			XIS


			XSD


			NPAC


			SOA


			LSMS





			


			N


			N


			N


			N


			N














Business Need


SV Disconnects - the ASN.1 DisconnectReply definition includes an optional "version-id SET OF SubscriptionVersionId".  However, there are no details in the FRS, IIS, EFD, or GDMO that describe under what condition this set of version IDs is populated.  iconectiv team assumes this is not used, as other reply structures (SV modify, SV create) do not include this.  XML interface does not include this information in its disconnect reply.





Description of Change:


Delete attributes.









[bookmark: _Toc59881639]ASN.1:





DisconnectReply ::= SEQUENCE {


    status SubscriptionVersionActionReply,


    version-id SET OF SubscriptionVersionId OPTIONAL,


    error-code LnpSpecificErrorCode OPTIONAL -- present if status not success


}
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NANC 472 - iconectiv25 - ASN.1 - Audit Discrepancy Report V1.docx

NANC TBD472 –V1


Origination Date:  09/03/15


Originator:  iconectiv


[bookmark: _Toc72227019][bookmark: _GoBack]Change Order Number:  NANC TBD472


Description:  ASN.1 – Audit Discrepancy Report


Functional Backwards Compatible:  No





IMPACT/CHANGE ASSESSMENT








			DOC


			FRS


			IIS





			


			N


			N











			CMIP


			GDMO


			ASN.1


			NPAC


			SOA


			LSMS





			


			N


			Y


			N


			N


			N











			XML


			XIS


			XSD


			NPAC


			SOA


			LSMS





			


			N


			N


			N


			N


			N














Business Need


Audit Processing - the discrepancy report for CMIP (MismatchAttributes definition in ASN.1) indicates that the SV Type can be reported as discrepant.  However, the ASN.1 definition for SVType does not support a "no-value-needed" choice, which means that the SV Type could not be reported as null in either NPAC/LSMS or non-null in the other system, even though SV Type, from an interface perspective, is optional for downloads.





Description of Change:


Modify SV Type to support a "no-value-needed" choice.  This will be used in a scenario where an LSMS that supports SV Type does not return a value in response to an audit query.  A correction for the SV Type value will be sent to the LSMS, and the notification to the auditing SOA will indicate that the LSMS sent back a NULL value for the SV Type attribute.









[bookmark: _Toc59881639]ASN.1:








SVType ::= CHOICE {


  value [0] ENUMERATED {


    wireline                      (0),


    wireless                      (1),


    class2VoIP-noNumAssgnmt       (2),


    voWiFi                        (3),


    prepaid-wireless              (4),


    class1And2VoIP-WithNumAssgnmt (5),


    sv-type-6                     (6),


    sv-type-7                     (7),


    sv-type-8                     (8),


    sv-type-9                     (9)


  },


  no-value-needed [1] NULL


}
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NANC 473 - iconectiv46 - ASN.1 - Address Information V1.docx

NANC TBD473 –V1


Origination Date:  09/03/15


Originator:  iconectiv


[bookmark: _Toc72227019]Change Order Number:  NANC TBD473


Description:  ASN.1 – AddressInformation


Functional Backwards Compatible:  Yes





IMPACT/CHANGE ASSESSMENT








			DOC


			FRS


			IIS





			


			N


			N











			CMIP


			GDMO


			ASN.1


			NPAC


			SOA


			LSMS





			


			N


			Y


			N


			N


			N











			XML


			XIS


			XSD


			NPAC


			SOA


			LSMS





			


			N


			N


			N


			N


			N














Business Need


The ASN.1 AddressInformation definition does not indicate that any attributes are optional, while the FRS data model indicates that several attributes are optional (province, fax, pager, etc.).  Which is correct?





Description of Change:


The data model is correct. Currently, required fields that should be optional are populated with NULL characters.  The ASN.1 will be updated.






[bookmark: _Toc59881639]ASN.1:





AddressInformation ::= SEQUENCE {


    line1 GraphicString40,


    line2  GraphicString40,


    city   GraphicString20,


    state  GraphicString(SIZE(2)),


    zip  GraphicString(SIZE(9)),


    province GraphicString(SIZE(2)) OPTIONAL,


    country GraphicString20,


    contactPhone  PhoneNumber,


    contact  GraphicString40,


    contactFax  PhoneNumber OPTIONAL,


    contactPager  PhoneNumber OPTIONAL,


    contactPagerPIN  DigitString OPTIONAL, -- value should be no more than 10 digits


    contactE-mail  GraphicString60 OPTIONAL


}
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NANC 474 - iconectiv79 - ASN.1 - SWIM Recovery V1.docx

NANC TBD474 –V1


Origination Date:  09/03/15


Originator:  iconectiv


[bookmark: _Toc72227019]Change Order Number:  NANC TBD474


Description:  ASN.1 – SWIM Recovery


Functional Backwards Compatible:  Yes





IMPACT/CHANGE ASSESSMENT








			DOC


			FRS


			IIS





			


			N


			N











			CMIP


			GDMO


			ASN.1


			NPAC


			SOA


			LSMS





			


			N


			Y


			N


			N


			N











			XML


			XIS


			XSD


			NPAC


			SOA


			LSMS





			


			N


			N


			N


			N


			N














Business Need


Is the additionalInformation field in the M-EVENT-REPORT Reply SwimProcessing-RecoveryResponse ever populated?


Description of Change:


Remove the additionlInformation attribute from the ASN.1.






[bookmark: _Toc59881639]ASN.1:





SwimProcessing-RecoveryResponse ::= SEQUENCE {


    status                [0] SwimResultsStatus,


    error-code            [1] LnpSpecificErrorCode OPTIONAL, -- present if status not success


    stop-date         [2] GeneralizedTime OPTIONAL, -- present if SWIM data collection turned off


    additionalInformation [3] AdditionalInformation OPTIONAL


}
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NANC 477 - iconectiv139 - GDMO - Service Provider Type V1.docx

NANC TBD477 –V1


Origination Date:  09/15/15


Originator:  iconectiv


[bookmark: _Toc72227019]Change Order Number:  NANC TBD477


Description:  GDMO – Service Provider Type Definition


Functional Backwards Compatible:  No





IMPACT/CHANGE ASSESSMENT








			DOC


			FRS


			IIS





			


			N


			N











			CMIP


			GDMO


			ASN.1


			NPAC


			SOA


			LSMS





			


			Y


			N


			N


			N


			N











			XML


			XIS


			XSD


			NPAC


			SOA


			LSMS





			


			N


			N


			N


			N


			N














Business Need


GDMO:  There appears to be a typo in the GDMO (extra space between “LNP-ASN1.” and “ServiceProviderType”).





Description of Change:


Remove extra space.









[bookmark: _Toc59881639]GDMO:


-- 151.0 LNP Service Provider Type


serviceProviderType ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1. ServiceProviderType;


    MATCHES FOR EQUALITY;


    BEHAVIOUR serviceProviderTypeBehavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 151};
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NANC 478 - iconectiv143 - FRS ASN.1 - pre cancellation status of dp V1.docx

NANC TBD478 –V1


Origination Date:  09/15/15


Originator:  iconectiv


[bookmark: _Toc72227019]Change Order Number:  NANC TBD478


Description:  FRS ASN.1 – Pre Cancellation Status of Disconnect Pending


Functional Backwards Compatible:  Yes





IMPACT/CHANGE ASSESSMENT








			DOC


			FRS


			IIS





			


			Y


			N











			CMIP


			GDMO


			ASN.1


			NPAC


			SOA


			LSMS





			


			N


			Y


			N


			N


			N











			XML


			XIS


			XSD


			NPAC


			SOA


			LSMS





			


			N


			N


			N


			N


			N














Business Need


If a Pre-Cancellation Status of Disconnect Pending is never used, can the FRS/GDMO/ASN.1 be updated to remove the value?





Description of Change:


Remove Disconnect Pending value.









[bookmark: _Toc59881639]FRS:


Subscription Version Data Model:





			Pre-Cancellation Status


			E


			


			Status of the Subscription Version prior to cancellation.  Valid enumerated values are:


· X	-	Conflict (0)


· P	-	Pending (2)


· DP	-	Disconnect Pending (6)














GDMO:


No change.





ASN.1:


SubscriptionPreCancellationStatus ::= ENUMERATED {


    conflict (0),


    pending (2),


    disconnect-pending (6)


}
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NANC 481 - GDMO Behavior Doc-Only Clarifications V4.docx

NANC 481 –V34


Origination Date:  01/21/16


Originator:  iconectiv


[bookmark: _Toc72227019]Change Order Number:  NANC 481


Description:  GDMO Behavior Doc-Only Clarifications


Functional Backwards Compatible:  Yes





IMPACT/CHANGE ASSESSMENT








			DOC


			FRS


			IIS





			


			N


			N











			CMIP


			GDMO


			ASN.1


			NPAC


			SOA


			LSMS





			


			Y


			N


			N


			N


			N











			XML


			XIS


			XSD


			NPAC


			SOA


			LSMS





			


			N


			N


			N


			N


			N














Business Need


Documentation updates.





Description of Change:


Changes detailed below.









[bookmark: _Toc59881639]Requirements:


GDMO Behavior (changed text in yellow highlights)








-- 12.0 LNP NPAC SMS Managed Object Class





[snip]





lnpNPAC-SMS-Behavior BEHAVIOUR


    DEFINED AS !


        NPAC SMS Managed Object for the SOA to NPAC SMS and the Local SMS


        to NPAC SMS interface.





        [snip]





        A SOA or LSMS may implement an Application Level Heartbeat


        functionality.  With this functionality the NPAC SMS will send a


        periodic Heartbeat message when a quiet period between the SOA/LSMS


        and the NPAC SMS exceeds the tunable value.  If a SOA/LSMS fails to


        respond to the Heartbeat message within a timeout period, the


        association will be aborted by the NPAC SMS.  If a SOA/LSMS


        implements the Heartbeat message, it should be used on every


        association.





    !;





-- 25.0 LNP Service Provider Filter NPA-NXX Managed Object Class





[snip]





lsmsFilterNPA-NXX-Definition BEHAVIOUR


    DEFINED AS !


        The lsmsFilterNPA-NXX class is the managed object


        used to identify the NPA-NXX values for which a service provider


        does not want to be informed of subscription version broadcasts, 


        network downloads, NPA-NXX broadcasts, NPA-NXX-X broadcasts, Number Pool Block broadcasts,or SOA notifications.


    !;








-- 31.0 Service Provider NPA-NXX-X Data Managed Object Class





serviceProvNPA-NXX-X-Behavior BEHAVIOUR





[snip]





        The serviceProvNPA-NXX-X-ModifiedTimeStamp is set to the current


        date and time of when the object is created on the NPAC SMS or when the NPAC SMS last modified the object.








-- 8.0  LNP Audit Discrepancy Version Id





auditDiscrepancyVersionId ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.SubscriptionVersionId;


    MATCHES FOR EQUALITY;


    BEHAVIOUR auditDiscrepancyVersionId-Behavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 8};





auditDiscrepancyVersionId-Behavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to store the version id for the TN for


        which the discrepancy was found in an audit discrepancy


        notification in a log record.





        The NPAC SMS uses a 32-bit signed integer for the Naming ID Value.  ID


        value interpretation is based on the way an LNP system treats binary


        integer numbers.  Signed interpretation will see negative numbers when


        the 32nd bit is used.  Unsigned interpretation will always see


        positive numbers.


                    Binary                      Signed         Unsigned


                    Numbers                     Numbers         Numbers


        00000000000000000000000000000001           1               1


        00000000000000000000000000000010           2               2


        00000000000000000000000000000011           3               3


                     (cont')                    (cont')         (cont')


        01111111111111111111111111111110      2147483646      2147483646


        01111111111111111111111111111111      2147483647      2147483647


                                               Rollover


        10000000000000000000000000000000     -2147483648      2147483648


        10000000000000000000000000000001     -2147483647      2147483649


        10000000000000000000000000000010     -2147483646      2147483650


        10000000000000000000000000000011     -2147483645      2147483651


                     (cont')                    (cont')         (cont')





Change below from Microsoft Word quote signs to straight ascii quote signs.  Same change in several more places in GDMO behavior.





        Rollover will take place when the ID exhausts the 32-bit values (or


        prior to for operational considerations).  Using a signed


        interpretation, a “sign” rollover occurs when the ID increments from


        31-bit to 32-bit.





-- 35.0 LNP Service Provider Name





serviceProvName ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.ServiceProvName;


    MATCHES FOR EQUALITY, ORDERING;


    BEHAVIOUR serviceProvNameBehavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 35};





serviceProvNameBehavior BEHAVIOUR


    DEFINED AS !


        This attribute is the English name for the service provider (including slash indicator, 38 +2’\’ and 1 digit).


!;








-- 138.0 LNP Service Provider NPA-NXX-X Modified Timestamp





[snip]





serviceProvNPA-NXX-X-ModifiedTimeStampBehavior BEHAVIOUR


    DEFINED AS !


        This attribute provides the date and time the


        serviceProvNPA-NXX-X object was last modified on the NPAC SMS or when the object is created on the NPAC SMS.


!;








-- 159.0 LNP Service Provider NPA-NXX Modification Time Stamp





[snip]





serviceProvNPA-NXX-ModifiedTimeStampBehavior BEHAVIOUR


    DEFINED AS !


        This attribute provides the date and time the serviceProvNPA-NXX


        object was last modified on the NPAC SMS (either the subscriptionVersionNewNPA-NXX notification is sent or the serviceProvNPA-NXX-EffectiveTimeStamp is updated).  It is initially null when the serviceProvNPA-NXX object is created.


!;





-- 1.0 LNP Download Action





[snip]





lnpDownloadBehavior BEHAVIOUR


    DEFINED AS !


        Preconditions: This action is issued from an lnpSubscriptions


        or an lnpNetwork object and all objects to be downloaded


        are specified in the action request.





        [snip]





        The SOA or LSMS is capable of recovering data based on the 


        association functions. The SOA recovers service provider data and 


        network data using the data download association function 


        (dataDownload). The SOA recovers notification data using the 


        network data management association function (networkDataMgmt).


        soa management association function (soaMgmt).


        The LSMS recovers service provider data and network data, 


        subscription data,and number pool block using the data download


        association function (dataDownload) and recovers notification data 


        using the network data management association function 


        (networkDataMgmt). If a SOA supports a separate SOA channel, the SOA 


        recovers notification data using the notification download 


        association function (notificationDownload).








-- 6.0 LNP Subscription Version Local SMS Create Action





[snip]





subscriptionVersionLocalSMS-CreateBehavior BEHAVIOUR


    DEFINED AS !


        [snip]





        For Release 1.4 Number Pooling Support:





        There will be no need on the part of the LSMS to validate


        the TN-range.  The LSMS will use the subscriptionVersionObjects


        to create the subscription versions for the TN range in the LSMS.


        This is done to insure that the subscription version ids used


        in the NPAC SMS and the Local SMS are the same.  With the


        implementation by all LSMSs to EDR, the TN-range attribute is


        no longer used.


        !;
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NANC 484 - 10x - XIS XSD - Optional Data V1.docx

NANC TBD484 –V1


Origination Date:  03/10/16


Originator:  10x People


[bookmark: _Toc72227019]Change Order Number:  NANC TBD484


Description:  XML – Removal of Optional Data values


Functional Backwards Compatible:  No





IMPACT/CHANGE ASSESSMENT








			DOC


			FRS


			IIS





			


			N


			N











			CMIP


			GDMO


			ASN.1


			NPAC


			SOA


			LSMS





			


			N


			N


			N


			N


			N











			XML


			XIS


			XSD


			NPAC


			SOA


			LSMS





			


			Y


			Y


			N


			N


			N














Business Need


The current XML schema definition of the Optional Data attribute on subscription version and number pool block modify operations incorrectly indicate the values can be removed in their entirety.  Since the Optional Data attribute could contain multiple parameters (with values), the XML schema should be changed to prevent a mistake where all of the values in all of the parameters are removed, when only one or more are meant to removed.  As such, the current behavior requires that each parameter within the Optional Data attribute be individually identified for modification, including a modification where the existing value is being removed.





Description of Change:


Update XIS.  Update XML schema.






[bookmark: _Toc59881639]XIS:


0. [bookmark: _Toc336959525][bookmark: _Toc338686192][bookmark: _Toc394492798]  NPAC Rules for Handling of Optional Data Fields


Information is provided on how the NPAC handles the XML string as well as how providers system should deal with Activate and Modify downloads that contain the XML structure svb_optional_data. Disconnects are not covered here because they don’t contain the XML svb_optional_data structure. If a SOA request contains multiple optional data fields with the same field name, the first of the duplicates will be used.


· Activate – The svb_optional_data structure contains only those fields supported by the provider and specified in the create request.


· Provider systems should store the fields specified in the message.


· Modify - The svb_optional_data structure contains only those fields supported by the provider and that were modified in the modify request. 


· If the modify removed a value from an optional field, it is included in the svb_optional_data structure with an od_value of nil.


· Provider systems should modify only the fields specified in the message. Any other optional fields should be retained.


· Downloads resulting from an Audit - The svb_optional_data structure is included only for fields supported by the provider.


· Only the optional data fields supported by an LSMS are audited.


· Only the optional data fields supported by the auditing SOA are returned to the SOA in the discrepancy notifications


· For Modify downloads that result from an Audit:


· The svb_optional_data contains all fields supported by the provider, regardless of whether or not that individual field was discrepant, and regardless of whether or not the NPAC’s subscription version has values for those fields. 


· Fields not supported by the provider are omitted even if they were returned in the Audit query reply from the LSMS.


· Fields supported by the provider but not present in the NPAC’s subscription version are included with a od_value of nil.


· Provider systems should store the fields as specified above for Activate or Modify downloads.


· Notifications – 


· For a create notification (Number Pool Block only), the svb_optional_data structure contains only fields supported by the provider and specified in the create request.


· For an AVC the svb_optional_data structure contains only those fields supported by the provider that were modified. If a supported field is removed, it is included in the structure with a od_value of nil.


· BDD - Each field supported by the provider has a position in the BDD record.


· For fields supported by the provider but not present in the NPAC’s subscription version, the field is included in the string with an empty value (two adjacent pipe characters).


· For fields not supported by the provider, no field placeholder is included in the string (no adjacent pipe characters).


· Provider systems should replace all fields with those in the BDD.


· Field Removal – Provider modify requests that remove optional data fields using the svb_optional_data structure from Number Pool Blocks or Subscription Versions:


· Each optional data field must be removed individually using the svb_optional_data structure with an od_value specified as nil.


· Removal of the entire svb_optional_data field using nil is not supported.











XSD:





<xs:complexType name="NumberPoolBlockModifyRequestData">


<xs:sequence>


        		<xs:choice>


            		<xs:element name="block_id" type="BlockId"/>


            		<xs:element name="block_dash_x" type="NpaNxxX"/>


        		</xs:choice>


        		<xs:element name="svb_lrn" type="Lrn" minOccurs="0"/>


        		<xs:element name="svb_class_dpc" type="Dpc" nillable="true" minOccurs="0"/>


        		<xs:element name="svb_class_ssn" type="Ssn" nillable="true" minOccurs="0"/>


        		<xs:element name="svb_lidb_dpc" type="Dpc" nillable="true" minOccurs="0"/>


        		<xs:element name="svb_lidb_ssn" type="Ssn" nillable="true" minOccurs="0"/>


        		<xs:element name="svb_isvm_dpc" type="Dpc" nillable="true" minOccurs="0"/>


        		<xs:element name="svb_isvm_ssn" type="Ssn" nillable="true" minOccurs="0"/>


        		<xs:element name="svb_cnam_dpc" type="Dpc" nillable="true" minOccurs="0"/> 


        		<xs:element name="svb_cnam_ssn" type="Ssn" nillable="true" minOccurs="0"/>


        		<xs:element name="svb_wsmsc_dpc" type="Dpc" nillable="true" minOccurs="0"/>


        		<xs:element name="svb_wsmsc_ssn" type="Ssn" nillable="true" minOccurs="0"/>


        		<xs:element name="svb_sv_type" type="SVType" minOccurs="0"/>


        		<xs:element name="svb_optional_data" type="OptionalData" nillable="true" minOccurs="0"/>


    	</xs:sequence>


</xs:complexType>





<xs:complexType name="SvModifyPendingNewData">


	<xs:sequence>


		<xs:element name="svb_lrn" type="Lrn" minOccurs="0"/>


		<xs:element name="svb_new_sp_due_date" type="xs:dateTime" minOccurs="0"/>


		<xs:element name="svb_class_dpc" type="Dpc" nillable="true" minOccurs="0"/>


		<xs:element name="svb_class_ssn" type="Ssn" nillable="true" minOccurs="0"/>


		<xs:element name="svb_lidb_dpc" type="Dpc" nillable="true" minOccurs="0"/>


		<xs:element name="svb_lidb_ssn" type="Ssn" nillable="true" minOccurs="0"/>


		<xs:element name="svb_isvm_dpc" type="Dpc" nillable="true" minOccurs="0"/>


		<xs:element name="svb_isvm_ssn" type="Ssn" nillable="true" minOccurs="0"/>


		<xs:element name="svb_cnam_dpc" type="Dpc" nillable="true" minOccurs="0"/>


		<xs:element name="svb_cnam_ssn" type="Ssn" nillable="true" minOccurs="0"/>


		<xs:element name="svb_end_user_location_value" type="EndUserLocationValue" nillable="true" minOccurs="0"/>


		<xs:element name="svb_end_user_location_type" type="EndUserLocationType" nillable="true" minOccurs="0"/>


		<xs:element name="svb_billing_id" type="BillingId" nillable="true" minOccurs="0"/>


		<xs:element name="svb_wsmsc_dpc" type="Dpc" nillable="true" minOccurs="0"/>


		<xs:element name="svb_wsmsc_ssn" type="Ssn" nillable="true" minOccurs="0"/>


		<xs:element name="sv_customer_disconnect_date" type="xs:dateTime" minOccurs="0"/>


		<xs:element name="sv_effective_release_date" type="xs:dateTime" minOccurs="0"/>


		<xs:element name="svb_sv_type" type="SVType" minOccurs="0"/>


		<xs:element name="svb_optional_data" type="OptionalData" nillable="true" minOccurs="0"/>


		<xs:element name="sv_new_sp_medium_timer_indicator" type="xs:boolean" minOccurs="0"/>


	</xs:sequence>


</xs:complexType>





<xs:complexType name="SvModifyActiveNewData">


	<xs:sequence>


		<xs:element name="svb_lrn" type="Lrn" minOccurs="0"/>


		<xs:element name="svb_class_dpc" type="Dpc" nillable="true" minOccurs="0"/>


		<xs:element name="svb_class_ssn" type="Ssn" nillable="true" minOccurs="0"/>


		<xs:element name="svb_lidb_dpc" type="Dpc" nillable="true" minOccurs="0"/>


		<xs:element name="svb_lidb_ssn" type="Ssn" nillable="true" minOccurs="0"/>


		<xs:element name="svb_isvm_dpc" type="Dpc" nillable="true" minOccurs="0"/>


		<xs:element name="svb_isvm_ssn" type="Ssn" nillable="true" minOccurs="0"/>


		<xs:element name="svb_cnam_dpc" type="Dpc" nillable="true" minOccurs="0"/>


		<xs:element name="svb_cnam_ssn" type="Ssn" nillable="true" minOccurs="0"/>


		<xs:element name="svb_end_user_location_value" type="EndUserLocationValue" nillable="true" minOccurs="0"/>


		<xs:element name="svb_end_user_location_type" type="EndUserLocationType" nillable="true" minOccurs="0"/>


		<xs:element name="svb_billing_id" type="BillingId" nillable="true" minOccurs="0"/>


		<xs:element name="svb_wsmsc_dpc" type="Dpc" nillable="true" minOccurs="0"/>


		<xs:element name="svb_wsmsc_ssn" type="Ssn" nillable="true" minOccurs="0"/>


		<xs:element name="svb_sv_type" type="SVType" minOccurs="0"/>


		<xs:element name="svb_optional_data" type="OptionalData" nillable="true" minOccurs="0"/>


	</xs:sequence>


</xs:complexType>
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Business Need


Changes detailed below.





Description of Change:


Changes detailed below.









Audits


Sunset Delete Audit notifications in CMIP Interface





During the development of the XML documentation, it was agreed that the notification from the NPAC to the SOA that created the audit would NOT be included in the XML interface.  The M-EVENT-REPORT objectCreation of the subscriptionAudit object is not a candidate for sunset in CMIP because it contains the Audit ID.  Therefore, only the M-EVENT-REPORT objectDeletion of the subscriptionAudit object is a candidate for sunset in CMIP.





NPAC LOE:  Low-Medium.





			


			iconectiv


			Neustar


			Oracle





			SOA LOE


			Medium


			High


			N/A





			LSMS LOE


			None


			None


			None











Usage:  DECEMBER 2014:  During a 45 day period in November-December, 2014, the NPACs in the 7 U.S. Regions sent an M-EVENT-REPORT objectDeletion for the subscriptionAudit object 2,495 times.


DECEMBER 2016 UPDATE:  During the period from October 13, 2016 through November 28, 2016, the NPACs in the 7 U.S. Regions sent an M-EVENT-REPORT objectDeletion for the subscriptionAudit object 905 times.















Sunset separate Audit Discrepancy notification in CMIP Interface (this will result in the consolidation of the data in the Audit Discrepancy results notification into the Audit results notification. 





During the development of the XML documentation, it was agreed to combine two CMIP notifications (subscriptionAudit-DiscrepancyRpt and subscriptionAuditResults) into one XML notification (subscriptionAuditResults), from the NPAC to the current SOA.  Making the same change to the CMIP interface and removing the M-EVENT-REPORT subscriptionAudit-DiscrepancyRpt notification is a candidate for sunset.





NPAC LOE:  Medium.





			


			iconectiv


			Neustar


			Oracle





			SOA LOE


			High


			High


			N/A





			LSMS LOE


			None


			None


			None











Usage:  DECEMBER 2014:  Every time an Audit is completed and results sent to SOA.


DECEMBER 2016 UPDATE:  No change.





Local System Impact:  SOA will have to support new format to accept discrepancy results data in Audit results notification.





Page 1 of 3




image19.emf

NANC 493 -  Recovery - Association Functions.docx




NANC 493 - Recovery - Association Functions.docx

NANC 493 –V3


Origination Date:  05/02/17


Originator:  iconectiv


[bookmark: _Toc72227019]Change Order Number:  NANC 493


Description:  Recovery – Association Functions


Functional Backwards Compatible:  Yes





IMPACT/CHANGE ASSESSMENT








			DOC


			FRS


			IIS





			


			N


			Y











			CMIP


			GDMO


			ASN.1


			Neustar NPAC


			iconectiv NPAC


			SOA


			LSMS





			


			Y


			[bookmark: _GoBack]N


			N


			Y


			N


			N











			XML


			XIS


			XSD


			Neustar NPAC


			iconectiv NPAC


			SOA


			LSMS





			


			N


			N


			N


			N


			N


			N














Business Need


Documentation updates.





Description of Change:


Changes detailed below.









[bookmark: _Toc59881639]IIS:


NPAC SMS (changed text in yellow highlights)





5.3.4 Recovery


The SOA and Local SMS associations [snip]


During the recovery processing, other messages [snip]


While recovering subscription data, the NPAC SMS [snip]


The SOA or LSMS is capable of recovering data based on the association functions.  The SOA recovers service provider data and network data using the data download association function (dataDownload).  The SOA recovers notification data using the network data soa management association function (networkDataMgmt soaMgmt).  The LSMS recovers service provider data and network data, subscription data, and number pool block using the data download association function (dataDownload), and recovers notification data using the network data management association function (networkDataMgmt).  If a SOA supports a separate SOA channel, the SOA recovers notification data using the notification download association function (notificationDownload).


Service Provider and Notification recovery requests [snip]


NPAC data may be recovered in three ways, [snip]














GDMO:





-- 1.0 LNP Download Action





[snip]





lnpDownloadBehavior BEHAVIOUR


    DEFINED AS !


        Preconditions: This action is issued from an lnpSubscriptions


        or an lnpNetwork object and all objects to be downloaded


        are specified in the action request.





        [snip]





        The SOA or LSMS is capable of recovering data based on the 


        association functions. The SOA recovers service provider data and 


        network data using the data download association function 


        (dataDownload). The SOA recovers notification data using the 


        network data management association function (networkDataMgmt).


        soa management association function (soaMgmt).


        The LSMS recovers service provider data and network data, 


        subscription data,and number pool block using the data download


        association function (dataDownload) and recovers notification data 


        using the network data management association function 


        (networkDataMgmt). If a SOA supports a separate SOA channel, the SOA 


        recovers notification data using the notification download 


        association function (notificationDownload).
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Business Need


Documentation updates.





Description of Change:


Changes detailed below.









[bookmark: _Toc59881639]Requirements:








Subscription Data





RR6-237	XML Message Delegation – Functionality


NPAC SMS shall support a delegation mechanism in the XML interface that allows a delegate SPID SOA to submit a request on behalf of a request SPID SOA.  (Previously NANC 372, Req 32)


Note:  Upon validation of the SOA delegation relationship, the request is evaluated as if received from the request SPID with the exception of SV Type, Pseudo LRN, and the Optional Data Parameters, which are validated based on the delegate’s profile.  The response to a request is sent to the delegate SPID, not the request SPID.  Delegation applies to the SOA, not to the LSMS.
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Business Need


Documentation updates to clarify use of NPAC Customer ID in CMIP key files.  





Description of Change:


Changes detailed below.









[bookmark: _Toc59881639]FRS:


NPAC SMS (changed text in yellow highlights)








Appendix D. Encryption Key Exchange


The CMIP  interface to NPAC SMS requires an exchange of the encryption keys used to verify digital signatures. This exchange will consist of a file containing the 1000 key list, and an acknowledgment of receipt of the list will consist of a file containing the MD5 checksum value of each key in the list.  This is a CMIP specific concept and applies only to the CMIP interface.  The formats for these files is described here.


Key Exchange File


The following table shows the format of the encryption key exchange file. This file consists of some header information, followed by 1000 instances of key information. There are no separators of any kind between the individual fields, between the header and key data, or between each set of key data.


When this file is generated by the NPAC SMS, the NPAC Customer Id field contains the region identifier of the NPAC region, as defined in IIS Exhibit 13. When this file is generated by the local system, the NPAC Customer Id field should contain the identifier of the NPAC Customer.  








			ENCRYPTION KEY EXCHANGE FILE FORMAT





			Field Number


			Field Name


			Type


			Size (bytes)


			Format





			1


			NPAC Customer Id 


			ASCII


			4


			Character String





			[snip]


			


			


			


			




















Key Acknowledgment File


Before a key list may be used, the sender must receive a key acknowledgment file. The key acknowledgment file serves two purposes:


1. Verify that the key list has been received by the intended recipient.


2. Verify the correctness of each key in the list.


Furthermore, the need for an acknowledgment of this kind is specified in requirement R7-108.2. Once this file has been received, the sender of the key list can put the list into active use.


Table D-1 below shows the format of the encryption key acknowledgment file. This file consists of some header information, followed by 1000 instances of key hash information. There are no separators of any kind between the individual fields, between the header and key hash data, or between each set of key hash data. The MD5 hash value will be calculated from the public modulus value of the key.


When this file is generated by the NPAC SMS, the NPAC Customer Id field contains the region identifier of the NPAC region, as defined in IIS Exhibit 13. When this file is generated by the local system, the NPAC Customer Id field should contain the identifier of the NPAC Customer.  





			ENCRYPTION KEY ACKNOWLEDGEMENT FILE FORMAT





			Field Number


			Field Name


			Type


			Size (bytes)


			Format





			1


			NPAC Customer Id 


			ASCII


			4


			Character String





			[snip]
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Business Need


iconectiv proposes changes to the FRS, IIS, and GDMO to clarify and document the behavior for multiple simultaneous CMIP associations for a given SPID/system type (system type is SOA or LSMS), particularly with regard to recovery.   The IIS currently contains this statement in IIS Section 5.3.4:  “one association should be established for recovery and no other associations should be established in normal mode until recovery is complete”.  iconectiv believes that additional details of the NPAC behavior around this statement should be provided in the IIS/GDMO and requirements updates to reflect the intent of the existing IIS statement should be added to the FRS.





Description of Change:


Changes detailed below.





FRS Changes:


…


6.7 Recovery 


…


Add the following new requirements:





Req. 1  Accept Attempt to Establish Only Association, or to Establish an Association When Association Functions on an Existing Association Intersect 


[bookmark: OLE_LINK25][bookmark: OLE_LINK26][bookmark: OLE_LINK27]NPAC SMS shall accept the bind request, and will abort any previous association(s) using the same association function(s), if a service provider using a SOA or Local SMS attempts to establish an association with NPAC SMS in normal mode or recovery mode, and no other association exists for the same service provider and local system or the only associations that exist for the same service provider and local system have intersecting association functions. This requirement applies for the CMIP interface only.





Req. 2  Abort Attempt to Establish an Association in Recovery Mode When Association Functions on an Existing Association do not Intersect 


NPAC SMS shall return an abort for a bind request if a service provider using a SOA or Local SMS attempts to establish an association with NPAC SMS in recovery mode, and an association that does not have intersecting association functions already exists in either normal mode or recovery mode for the same service provider and local system. This requirement applies for the CMIP interface only.





Req. 3  Abort Attempt to Establish an Association in Normal Mode When Association Functions on an Existing Association in Recovery do not Intersect


NPAC SMS shall return an abort for a bind request if a service provider using a SOA or Local SMS attempts to establish an association with NPAC SMS in normal mode, and an association that does not have intersecting association functions already exists in recovery mode for the same service provider and local system. This requirement applies for the CMIP interface only.





The new requirements supersede requirement RR6-186, which can then be deleted:


RR6-186	Treatment of Multiple Associations when there is an Intersection of Association Function


NPAC SMS shall accept an association bind request, in the case of an intersection of the association functions of an existing SOA association, and abort any previous associations that use that same function.  (previously NANC 383, Req 9)DELETED





IIS Changes:


…


[bookmark: _Toc476614341][bookmark: _Toc483803327][bookmark: _Toc116975696][bookmark: _Toc438032415]4.3.1 Action Interface Functionality


The table below contains the mapping of the SOA to NPAC SMS and the Local SMS to NPAC SMS actions to the interface functionality.


[bookmark: _Toc356376318][bookmark: _Toc356376944][bookmark: _Toc356644840][bookmark: _Toc360241138]Exhibit 10. The Action Interface Functionality Table


			Action Name


			Interface Requirements Mapping





			lnpRecoveryComplete


			This action is used to specify the system has recovered from down time, the association established for recovery by a Local SMS or SOA shall resume normal mode, and the transactions performed since the association establishment can now be sent to the Local SMS from the NPAC SMS using the Local SMS to NPAC SMS interface or the SOA from the NPAC SMS using the SOA to NPAC SMS interface.











…


…


[bookmark: _Toc476614382][bookmark: _Toc483803368][bookmark: _Toc116975739][bookmark: _Toc438032459]5.3.4 Recovery 


The SOA and Local SMS associations are viewed to be permanent connections by the NPAC SMS. Thus when the association is broken for any reason, the system connecting to the NPAC SMS must assume responsibility to recover and resynchronize themselves with the NPAC SMS.  


A primary SPID using a SOA, or a SPID using a Local SMS, may establish more than one association with the NPAC SMS under the following constraints regarding recovery. NPAC SMS will allow only One one association from a given service provider and local system (SOA or LSMS) should to be established for recovery, and no will not allow other associations should to be established in normal mode until recovery is complete. More specifically:


a) For a service provider and local system (SOA or LSMS) attempting to establish an association in recovery mode:


i) If an association that does not have intersecting association functions already exists (in either normal mode or recovery mode) for the same service provider and local system, NPAC SMS will reject the bind request.


ii) If no other association exists for the same service provider and local system, or the only associations that exist for the same service provider and local system have intersecting association functions, NPAC SMS will accept the bind request. NPAC SMS will abort any previous association(s) using the same association function(s).


[bookmark: OLE_LINK7][bookmark: OLE_LINK8][bookmark: OLE_LINK9]b) For a service provider and local system (SOA or LSMS) attempting to establish an association in normal mode:


i) If an association that does not have intersecting association functions already exists in recovery mode for the same service provider and local system, NPAC SMS will reject the bind request.


ii) If no other association exists for the same service provider and local system, or the only associations that exist for the same service provider and local system either exist in normal mode or have intersecting association functions, NPAC SMS will accept the bind request. NPAC SMS will abort any previous association(s) using the same association function(s).





…


Upon completion of recovery, the SOA/LSMS should issue an lnpRecoveryComplete message indicating the end of the missed data, and processing between the SOA/LSMS and NPAC SMS will resume normal mode. Since only one association for a given SPID/local system is allowed to be in recovery mode, and no other associations for that SPID/local system are allowed to be established in normal mode while the association is in recovery mode, the lnpRecoveryComplete message indicates that both the association and the local system (SOA/LSMS) have resumed normal mode.











GDMO Changes:


…





lnpNPAC-SMS-Behavior BEHAVIOUR


    DEFINED AS !


        NPAC SMS Managed Object for the SOA to NPAC SMS and the Local SMS


        to NPAC SMS interface.





        A Local SMS and SOA can M-GET any lnpNPAC-SMS object.





        The lnpNPAC-SMS-Name attribute is read only and can not be


        changed via either Interface once the object has been created. 





        The lnpRecoveryComplete-Pkg is used to indicate the


        recovery mode for of the association established for recovery by a Local SMS or SOA is complete and to send all


        updates made since the recovery mode began.  (Data Download Functional


        Group).





        The lnpNotificationRecoveryPkg is used to recover notifications


        in recovery mode by the Local SMS or SOA. (Data Download


        Functional Group).





        Only one of these objects will exist and it will only be


        created at startup of the CMIP agent software on the NPAC SMS.





        The lnpNPAC-SMS-Operational-Information will be used to notify


        service provider SOA and Local SMS systems of planned outages.





        The subscriptionVersionNewNPA-NXX is used to support


        number pooling.





        A SOA or LSMS may implement an Application Level Heartbeat functionality.


        With this functionality the NPAC SMS will send a periodic Heartbeat


        message when a quiet period between the SOA/LSMS and the NPAC


        SMS exceeds the tunable value.  If a SOA/LSMS fails to respond to the


        Heartbeat message within a timeout period, the association will be


        aborted by the NPAC SMS.





    !;





…


…


lnpRecoveryCompleteBehavior BEHAVIOUR


    DEFINED AS !


        Preconditions: This action is issued from an LSMS or SOA that


        specified the recovery mode flag in the access control as true at


        association establishment.





        Postconditions: After this action has been executed by the Local


        SMS or SOA specifying recovery is complete, the single association that was established in recovery mode, and therefore the Local SMS and SOA, will resume normal mode. tThe NPAC SMS will


        forward those updates requested which took place for the network


        subscription and number pool block data as well as any notifications


        since the association was established. The


        NPAC SMS will queue up all new events while the Local SMS is in


        recovery mode and send them to the Local SMS at the next 


        scheduled retry interval after responding with the lnpRecoveryComplete 


        action reply.





        If a recovery complete request fails in the NPAC SMS the failure reason


        will be returned in the reply.





        The NPAC SMS will queue up all new events while the Local SMS is in


        recovery mode, and send them to the Local SMS after responding with the


        lnpRecoveryComplete action reply.


    !;


…


…





ASN.1 Changes





None.
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Business Need


As part of the transition of LNPA Services, Vendors of local CMIP SOA and LSMS systems need to certify their local systems with the iconectiv NPAC.  During certification testing of some local systems, it was discovered that the User ID field in the access control structure of messages being sent from the CMIP local system to the iconectiv NPAC contained a User ID field that did not conform to the CMIP Interoperable Interface Specification (IIS) (minimum length of 1) and the iconectiv NPAC failed the message.  A resolution to this issue is needed so that CMIP local system messages to the iconectiv NPAC will not fail validations.





Description of Change:


Changes detailed below.


	


[bookmark: _Toc59881639]Requirements:


Although the User ID field in the access control structure of CMIP messages is an optional field, the IIS currently indicates that when the User ID field is present in the message, it must contain a value between 1 and 60 characters long.


To accommodate this issue, the iconectiv NPAC will remove the minimum length validation on the User ID field.  But for security reasons (e.g., to prevent buffer overflows), the iconectiv NPAC will validate that if the User ID field is populated in a CMIP message from SOA or LSMS, it does conform to the maximum length of the field (60) as specified in the IIS.  iconectiv reserves the right to implement the minimum length validation at some future date as agreed upon by the LNPA WG.


IIS changes:


Section 5.2.1.3 of the IIS on User Id will be updated as follows:


The user Id of the user of the interface can optionally be specified in the userId field for the SOA interface. This is the 60 character graphics string user identifier for a user on a SOA system. It is not validated on the NPAC SMS, except for maximum length, however, it is used for logging purposes.  Even though defined as a minimum length of 1, zero length is permitted.
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Business Need


As part of the transition of LNPA Services, Vendors of local CMIP SOA and LSMS systems need to certify their local systems with the iconectiv NPAC.  During certification testing of some local systems, it was discovered that the optional Synchronization field in the messages being sent from the CMIP local system to the iconectiv NPAC contained a Synchronization field (with an unknown value) that did not conform to the CMIP Interoperable Interface Specification (IIS) and the iconectiv NPAC failed the message.  A resolution to this issue is needed so that CMIP local system messages to the iconectiv NPAC will not fail validations.





Description of Change:


Changes detailed below.


	


[bookmark: _Toc59881639]Requirements:


The Synchronization field in CMIP messages is based CMIP Standards X.711 definitions.  The standards define Syncronization to be data type of CMISSync.  CMISSynch is defined as an enumeration with 2 possible values: best effort (0) or atomic (1). 


To accommodate the issue of some local systems sending a value not equal to one of these 2 possible enumerations, the iconectiv NPAC will remove the validation on the enumeration.  iconectiv reserves the right to implement validation of the allowed possible enumerations at some future date as agreed upon by the LNPA WG.


This change order documents the exception that is required.





IIS Changes:


Section 4.2.2 of the IIS concerning Filtering, the last bullet under Limitations will be modified as follows:


· CMISSync is not supported for any scoped/filtered CMIP operation nor is its value validated.
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Business Need


As part of the transition of LNPA Services, Vendors of local CMIP SOA and LSMS systems need to certify their local systems with the iconectiv NPAC.  During certification testing of some local systems, it was discovered that these systems were not conforming to the Optional Data XML XSD when modifying an Optional Data field to have no value or when replying to an NPAC query with Optional Data XML fields that had no value. The Optional Data XSD indicates using the nillable attribute of elements (fields) should be used for this purpose, which some local systems were not using and caused requests to fail.  A resolution to this issue is needed so that CMIP local system messages to the iconectiv NPAC will not fail validations.





Description of Change:


Changes detailed below.


	


[bookmark: _Toc59881639]Requirements:


IIS changes:


Section 4.9 of the IIS on Rules for Handling Optional Data:


[bookmark: _GoBack]Information is provided on how the NPAC handles the XML string as well as how providers system should deal with Activate and Modify downloads that contain XML optionalData strings.  Disconnects are not covered here because they don’t contain XML strings. Support for empty attribute values beyond the Optional Data XSD specification (i.e, the nillable attribute) will be accommodated to support current industry implementation.  Note: however, at some future date, support for this accommodation may be removed given it conflicts with the XSD specification regarding the implementation of the XML string for Optional Data.


· Activate - String contains only those fields supported by the provider and specified in the create request.


· Provider systems should store the fields specified in the message.


· Modify - String contains only those fields supported by the provider and were modified in the modify request. 


· If the modify removed a value from an optional field, it is included in the string with a value of nil or the attribute value is empty.


· Provider systems should modify only the fields specified in the message.  Any other optional fields should be retained.


· Audit - String is included only if there was at least one discrepancy in the fields supported by the provider.


· Only the OptionalData attribute/parameters supported by an LSMS are audited.  If a supported field has no value and is returned by the LSMS, it may be included in the string with a value of nil or with an empty attribute value.


· Only the OptionalData attribute/parameters supported by the auditing SOA are returned to the SOA in the discrepancy notifications.


…
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Business Need


Current NPAC SMS FRS requirements for providing the NPAC SMS Error Code file in “soft format” are not clear on the exact content of the file.  Clarity is needed so that Mechanized SOA and LSMS Users can successfully retrieve and load the file in their local systems in order to properly identify the error encountered when a request to the NPAC results in an error response.





Description of Change:


Changes detailed below.









[bookmark: _Toc59881639]Requirements:





FRS Changes:





RR6-112 	NPAC SMS Application Level Error Details in soft format


 


NPAC SMS shall provide CMIP application level error and XML extended errors code-to-text details in a pipe-delimited, soft format, at the Secure FTP sub-directory for each Service Provider. (previously ILL 130, Req 3) 





Note: This code-to-text mapping is designed to allow a SOA/LSMS to decode an error code received from the NPAC, into its corresponding text description.  The code-to-text mapping contains the same information as defined in the NPAC SMS Errors and Message Flow Diagrams (EFD) Specification, Section A.3, Exhibit 3: CMIP Error Mapping to NPAC SMS Errors.  The code-to-text mapping will identify the following information in the following order:


NPAC SMS Application Level Error Code


NPAC SMS Application Level Error Code Description


CMIP/XML  Error Code


CMIP/XML  Error Descirption





Need clarification if there are separate files for CMIP and XML, given the following documentation only updates from NANC 489:


EFD, Error Codes





			5009


			LrnId is required if no customer id, on delete lrn action.


			2


6


			accessDenied_er (CMIP)


invalidAttributeValue_er (XML)





			5015


			Npa required for delete if no NpaNxxId.


			2


6


			accessDenied_er (CMIP)


invalidAttributeValue_er (XML)





			5016


			Nxx required for delete if no NpaNxxId.


			2


6


			accessDenied_er (CMIP)


invalidAttributeValue_er (XML)





			5017


			Lrn required for delete if no lrnId.


			2


6


			accessDenied_er (CMIP)


invalidAttributeValue_er (XML)





			5073


			Delete denied due to associated NPA-NXX-Xs.


			2


6


			accessDenied_er (CMIP)


invalidAttributeValue_er (XML)
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Business Need


Some local systems provide a timestamp value in the format YYYYMMDDHHMMSS.0Z.0Z.  This value is not in the format specified in the IIS, which is YYYYMMDDHHMMSS.0Z.  In order to avoid changes to the local system, the NPAC will be modified to support a format of YYYYMMDDHHMMSS.0Z.0Z for the time-of-completion attribute value in the swimProcessing-RecoveryResults notification received from the local system.  Also see PIM 91.





Description of Change:


Changes detailed below.









[bookmark: _Toc59881639]IIS:





NPAC SMS (changed text in yellow highlights)





Section 2.1 Overview


[snip]


All timestamps (GeneralizedTime fields) that are sent over the SOA to NPAC SMS interface and NPAC SMS to Local SMS interface, shall use Greenwich Mean Time (GMT).  The universal time format (YYYYMMDDHHMMSS.0Z) is used. The default value is a non-specific format of 00000000000000.0Z.  One exception to the universal time format is permitted in requests from local systems: in swimProcessing-RecoveryResults notifications sent by the local system, the time-of-completion may either use the universal time format described above or may use the format YYYYMMDDHHMMSS.0Z.0Z.  The NPAC SMS will store the received value in the format YYYYMMDDHHMMSS.0Z. In messages sent by the NPAC SMS to the local systems, the universal time format will always be used.








GDMO:





GDMO Behavior (changed text in yellow highlights)





-- 25.0 Swim Processing Recovery Results





swimProcessing-RecoveryResults NOTIFICATION


    BEHAVIOUR swimProcessing-RecoveryResultsBehavior;


    WITH INFORMATION SYNTAX LNP-ASN1.SwimProcessing-RecoveryResults


    AND ATTRIBUTE IDS


        actionId actionId,


        status swimResultsStatus,


        time-of-completion resultsCompletionTime,


        accessControl accessControl;


    WITH REPLY SYNTAX LNP-ASN1.SwimProcessing-RecoveryResponse;


    REGISTERED AS {LNP-OIDS.lnp-notification 25};





swimProcessing-RecoveryResultsBehavior BEHAVIOUR


    DEFINED AS !


        This notification contains the recovery results of a SWIM lnpDownload


        action or SWIM lnpNotificationRecovery action from a SOA/LSMS.  It


        contains the id of the swim action, the success or failure of the


        action, and the completion time.  While the NPAC expects all 


  generalizedTime values to be of the form YYYYMMDDHHMMSS.0Z, an


  exception is allowed for the time-of-completion, which may have a 


  format of YYYYMMDDHHMMSS.0Z.0Z.





        NPAC populates the error-code and stop-date in the


        SwimProcessing-RecoveryResponse with the reason and timestamp, when


        stopping SWIM data collection.  This occurs when the service provider


        exceeds the SWIM accumulation maximum tunable.





        NPAC populates the error-code in the SwimProcessing-RecoveryResponse


        with the reason, when the recovery request encounters an error situation.


    !;
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Business Need


Some local systems expect the NPAC SMS to support the NOT operator in filtered CMIP requests.  The IIS described this as optional functionality for the NPAC SMS.  Also see PIM 94.





Description of Change:


Changes detailed below.
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NPAC SMS (changed text in yellow highlights)





Section 4.2.2 Filtering


Filtering on the NPAC SMS is supported as defined in the GDMO.  The NPAC SMS requires the Local SMS to support at a minimum the filter criteria specified below. 


Limitations:


· OR and NOT filter support is not required for the Local SMS or SOA.


· NOT filter support is not required for the NPAC SMS. The NPAC will support filtering using the NOT operator for M-GET requests from the local systems, but will not support filtering using the NOT operator for any other operations (e.g., M-SET, M-DELETE).


· Filtering requests with a scope will not be issued to the Local SMS or SOA by the NPAC SMS for any object other than the subscriptionVersion and numberPoolBlock objects. No query will be used that requests both subscription versions and number pool blocks at the same time..


[snip]
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Business Need


The FRS and IIS (EFD) are not clear on the behavior of the NPAC SMS when the the NPAC receives a disconnect request with an effective release date (ERD) that is in the past.  Also see PIM 95.





Description of Change:


Changes detailed below.
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Subscription Version (changed text in yellow highlights)





Section 5.1.1.1 Version Status





Table 5-1 -- Subscription Version Status Interaction Descriptions


			


			[snip]


			


			





			23


			Active to
Disconnect Pending


			NPAC Administrative Interface - NPAC Personnel


			User disconnects an active Subscription Version and supplies an future effective release date.





			


			


			SOA to NPAC SMS Interface and NPAC SOA Low-tech Interface- Current Service Provider


			User sends a disconnect request for an active Subscription Version and supplies an future effective release date.





			


			[snip]


			


			














R5‑1.1	Subscription Version Statuses


NPAC SMS Subscription Version instances shall at any given time have one of the following statuses:


[snip]


· Disconnect Pending - Version is awaiting the effective release date, at which time the version will be set to sending and the disconnect request will be sent to all Local SMSs.  If a disconnect request specifies an effective release date that is in the past, the version will transition to this status and then immediately change to sending status.


[snip]














Section 5.1.2.2.5 Subscription Version Disconnect





RR5-23.2	Disconnect Subscription Version - Optional Input Data


NPAC SMS shall accept the following optional input data upon a Subscription Version disconnect:


· Effective Release Date - Future Date upon which the disconnect should be broadcast to all Local SMSs.





IIS:


Subscription Version (changed text in yellow highlights)





Section 9 Subscription Version Status





			


			[snip]


			


			





			23


			Active to
Disconnect Pending


			NPAC Operations Interface - NPAC Personnel


			User disconnects an active Subscription Version and supplies an future effective release date.





			


			


			SOA to NPAC SMS Interface - Current Service Provider


			User sends a disconnect request for an active Subscription Version and supplies an future effective release date.





			


			[snip]


			


			














GDMO:





GDMO Behavior (changed text in yellow highlights)





- 5.0 LNP Subscription Version Disconnect Action





subscriptionVersionDisconnect ACTION


    BEHAVIOUR


        subscriptionVersionDisconnectDefinition,


        subscriptionVersionDisconnectBehavior;


    MODE CONFIRMED;


    WITH INFORMATION SYNTAX LNP-ASN1.DisconnectAction;


    WITH REPLY SYNTAX LNP-ASN1.DisconnectReply;


    REGISTERED AS {LNP-OIDS.lnp-action 5};


   


[snip]


subscriptionVersionDisconnectBehavior BEHAVIOUR


    DEFINED AS !


        [snip]      


        If the version is active, no outstanding versions exist,


        and an effective release date is specified the time stamp 


        for disconnect has not been reached, the


        subscription version will be modified with a version status of


        disconnect-pending and the subscriptionEffectiveReleaseDate


        set to the effective release date specified in the action.





        If the version is active, there are no outstanding versions, and


        the time stamp for effective release has not been specified, the


        subscription version will be updated with a version status of


        sending.


       


        When the new subscription version status is set to sending either


        immediately or at/after the date and time specified in the


        subscriptionEffectiveReleaseDate, the broadcast time stamp is


        set to the current time when the disconnect version sending starts


        to the Local SMSs via the NPAC SMS to Local SMS interface.


        [snip]
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Business Need


When recovering network data – either using SWIM or time/record-based recovery – some local systems expect to receive a value for the optional service-prov-name (service provider name) attribute, even though the service provider name is not included in non-recovery download messages to create/modify/delete network data.  Providing the service provider name in network recovery messages allows local systems to create a service provider object if they do not support recovery of service provider data (or prior to the implementation of service provider data recovery introduced in NANC 352).  Also see PIM 96.





Description of Change:


Changes detailed below.








[bookmark: _Toc59881639]FRS:





Section 6.7.2 Network Data Recovery





Req 1		Network Data Recovery – Inclusion of NPAC Customer Name


When a network data object is recovered, the NPAC SMS shall include in the message to the SOA or LSMS the NPAC Customer Name associated with the NPAC Customer ID of the network data object recovered.


Note:  The NPAC Customer Name is not provided in non-recovery download messages to the SOA/LSMS.








GDMO:





GDMO Behavior (changed text in yellow highlights)





-- 1.0 LNP Download Action


lnpDownload ACTION


    BEHAVIOUR


        lnpDownloadDefinition,


        lnpDownloadBehavior;


    MODE CONFIRMED;


    WITH INFORMATION SYNTAX LNP-ASN1.DownloadAction;


    WITH REPLY SYNTAX LNP-ASN1.DownloadReply;


    REGISTERED AS {LNP-OIDS.lnp-action 1};


   


[snip]





lnpDownloadBehavior BEHAVIOUR


    DEFINED AS !





        [snip]





        Criteria for a network data download is a time range, service


        provider id or all service providers, an npa-nxx range or all


        npa-nxx data, an npa-nxx-x range or all npa-nxx-x data, an LRN


        range or all LRN data, or all network data. Specifying


        "all-network-data" includes the serviceProvNPA-NXX-X object if the


        Local SMS supports the object according to their service provider


        profile NPAC Customer LSMS NPA-NXX-X Indicator. The SOA supports


        the object according to their service provider profile NPAC Customer


        SOA NPA-NXX-X Indicator.


       


In response messages from the NPAC where network data is returned to the local system (SOA or LSMS), the NPAC will populate the service-prov-name with the name of the service provider specified in the service-prov-id field.  This applies to both SWIM and non-SWIM recovery methods.





 	  [snip]
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Business Need


The specific issue herein needing resolution concerns Modifying the Old SP Authorization by the Old SP.  The local system expected different results than were exhibited.  Also see PIM 97.





Description of Change:


Changes detailed below.





Update FRS to include exception for providing OSP Auth = true when SV is pending.





[bookmark: _Toc59881639]
Requirements:





FRS Changes:





R5‑47	Conflict Resolution Subscription Version - Invalid Status Notification


NPAC SMS shall send an error message to the originating user if the Subscription Version status is not in conflict upon attempting to set the Subscription Version to pending.


Exception to this requirement is if the OSP Auth attribute is present and is TRUE in addition to other valid attributes for modifying pending SV.  The OSP Auth attribute will be ignored.
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Business Need


[bookmark: _GoBack]When recovering – either using SWIM or time-based recovery – network data that have a download reason indicating the object was deleted, some local systems expect to receive a value for the optional service-prov-npa-nxx-value/service-prov-lrn-value/service-prov-npa-nxx-x attribute, even though the attribute is not included in non-recovery download messages to delete network data.  Also see PIM 98.





Description of Change:


Changes detailed below.











GDMO:





GDMO Behavior (changed text in yellow highlights)





-- 1.0 LNP Download Action


lnpDownload ACTION


    BEHAVIOUR


        lnpDownloadDefinition,


        lnpDownloadBehavior;


    MODE CONFIRMED;


    WITH INFORMATION SYNTAX LNP-ASN1.DownloadAction;


    WITH REPLY SYNTAX LNP-ASN1.DownloadReply;


    REGISTERED AS {LNP-OIDS.lnp-action 1};


   


[snip]





lnpDownloadBehavior BEHAVIOUR


    DEFINED AS !





        [snip]





        Criteria for a network data download is a time range, service


        provider id or all service providers, an npa-nxx range or all


        npa-nxx data, an npa-nxx-x range or all npa-nxx-x data, an LRN


        range or all LRN data, or all network data. Specifying


        "all-network-data" includes the serviceProvNPA-NXX-X object if the


        Local SMS supports the object according to their service provider


        profile NPAC Customer LSMS NPA-NXX-X Indicator. The SOA supports


        the object according to their service provider profile NPAC Customer


        SOA NPA-NXX-X Indicator.


       


In response messages from the NPAC where network data with a DownloadReason of delete1 is returned to the local system (SOA or LSMS), the NPAC will populate the optional service-prov-npa-nxx-value (NPA-NXX recovery), service-prov-lrn-value (LRN recovery), and service-prov-npa-nxx-x (NPA-NXX-X recovery) attributes.  Unless otherwise specified, the local system should not expect other optional attributes for NPA-NXX, LRN, and NPA-NXX-X objects to be populated in the recovery response from NPAC when the DownloadReason is delete1.  This applies to both SWIM and non-SWIM recovery methods.





 	  [snip]
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Business Need


Some LSMS systems do not return any Managed Object Instance information or return incorrect Managed Object Instance data in M-GET (query) responses sent to the NPAC as part of audit processing.  Additionally, some LSMS systems return incorrect Managed Object Class data in M-GET (query) responses containing subscription version or number pool block data.  Relaxing the NPAC validations and modifying the processing in NPAC in order to allow incorrect/missing Managed Object Instance and incorrect Managed Object Class information would allow these local systems to remain unmodified while supporting general NPAC audit processing.   Also see PIM 99.





Description of Change:


Changes detailed below.



[bookmark: _Toc59881639]IIS:





New Section:  4.10 LSMS Responses to Queries Initiated by NPAC SMS


During audit processing, the NPAC SMS queries Local SMS systems to retrieve Subscription Version (subscriptionVersion) and Number Pool Block (numberPoolBlock) object instances.  As described in Section 4.2, the NPAC SMS sends scoped and filtered M-GET requests to the Local SMS system with a base managed object of lnpSubscriptions and a scope of 1, indicating a scope of the first level under the base managed object.  ITU-T X.710 specifications for M-GET responses indicate that both the managed object class and managed object instance must be provided if the managed object is not the base object alone, which would be the case if the Local SMS returns any subscriptionVersion or numberPoolBock objects.  However, the NPAC SMS will support a variation from the ITU-T X.710 specification in this regard and allow for the managed object instance to be unspecified or specified with a managed object instance containing an identifier other than that of a subscriptionVersion or numberPoolBlock.  The NPAC SMS will also allow for the managed object class to be lnpSubscriptions when Subscription Version or Number Pool Block is returned, in addition to the expected managed object classes of subscriptionVersion and numberPoolBlock.  This variation from the ITU-T X.710 specification is supported in addition to the standard managed object instance defined in the specification.








GDMO:





GDMO Behavior (changed text in yellow highlights)





-- 20.0 LNP subscription Version Managed Object Class





subscriptionVersion MANAGED OBJECT CLASS


[snip]


   


subscriptionVersionBehavior BEHAVIOUR


    DEFINED AS !


        Local SMS Managed Object used for the NPAC SMS to Local SMS


        Interface.





        [snip]





        Filtering Support for M-GET:


        TN Query with greaterOrEqual and lessOrEqual, and equality must be


        supported for auditing.  The fields used with greaterOrEqual and


        lessOrEqual filters are subscriptionTN and


        subscriptionActivationTimeStamp.  The field used with equality is


        subscriptionTN.  Filters supported contain either a greaterOrEqual and


        lessOrEqual filter, or equality filter, for subscriptionTN only or a


        more complex filter.  The more complex filter uses two criteria for


        filtering.  The first criteria used is greaterOrEqual and lessOrEqual


        filters with subscriptionTN.  The second criteria uses greaterOrEqual


        and lessOrEqual filters for subscriptionActivationTimeStamp. Both


        criteria must be matched for the data being queried (logical and).





For responses to M-GET requests, ITU-T X.710 indicates that the managed object class and managed object instance must be supplied if the Local SMS returns a subscriptionVersion object.  The NPAC SMS will also support receiving responses that contain either no managed object instance or a managed object instance that does not identify a subscriptionVersion object when subscriptionVersion data is returned.  The NPAC SMS will also support an M-GET response containing a managed object class of lnpSubscriptions, in addition to the preferred subscriptionVersion object class. 





        [snip]











-- 29.0 Number Pool Block Data Managed Object Class


--


numberPoolBlock MANAGED OBJECT CLASS


    [snip]





numberPoolBlock-Behavior BEHAVIOUR


    DEFINED AS !


        [snip]





        Filtering Support for M-GET:


        Number Pool Block Query with greaterOrEqual and lessOrEqual, and


        equality for EDR support.  The fields used with greaterOrEqual and


        lessOrEqual filters are numberPoolBlockNPA-NXX-X and


        numberPoolBlockActivationTimeStamp.  The field used with equality is


        numberPoolBlockNPA-NXX-X.  Filters supported contain either a


        greaterOrEqual and lessOrEqual filter, or equality filter, for


        numberPoolBlockNPA-NXX-X only or a more complex filter.  The more


        complex filter uses two criteria for filtering.  The first criteria used


        is equality filter with numberPoolBlockNPA-NXX-X.  The second criteria


        uses greaterOrEqual and lessOrEqual filters for


        numberPoolBlockActivationTimeStamp.  Both criteria must be matched for


        the data being queried (logical and).  The scope for the filters is


        level 1 only with a base managed object class of lnpSubscriptions.





For responses to M-GET requests, ITU-T X.710 indicates that the managed object class and managed object instance must be supplied if the Local SMS returns a numberPoolBlock object.  The NPAC SMS will also support receiving responses that contain either no managed object instance or a managed object instance that does not identify a numberPoolBlock object when numberPoolBlock data is returned.  The NPAC SMS will also support an M-GET response containing a managed object class of lnpSubscriptions, in addition to the preferred numberPoolBlock object class.


	  [snip]


        


    !;
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Business Need


Some local systems specify the incorrect base object instance in lnpDownload M-ACTION requests to the NPAC SMS.  Rather than specifying the identifier of the lnpNetwork object when recovering network data, the local system specifies the identifier of a serviceProv object.  The change modifies NPAC SMS process to allow for this specific exception to the expected base object instance.  Also see PIM 100.





Description of Change:


Changes detailed below.









[bookmark: _Toc59881639]IIS:





Section 4.1.1. Exhibit 8. Primary NPAC Mechanized Interface Operations Table


			Function


			Direction
(To/From)


			CMIP Operation


			Referenced
Object Type





			[snip]


			


			


			





			[bookmark: OLE_LINK1][bookmark: OLE_LINK2][bookmark: OLE_LINK3]Network Data Download


			from LOCAL SMS


or 


from SOA


			M-ACTION:
lnpDownload


or


M-GET:
scoped and filtered for intended serviceProvLRN, serviceProvNPA-NXX
serviceProvNPA-NXX-X, service provider attributes


			lnpNetwork1





			[snip]


			


			


			











1. The NPAC SMS will support an exception to lnpDownload M-ACTION requests that allows for the base object instance to specify a serviceProv object, rather than the lnpNetwork object.  Base object class is always expected to be lnpNetwork.








GDMO:





GDMO Behavior (changed text in yellow highlights)





-- 11.0 LNP Network Managed Object Class





lnpNetwork MANAGED OBJECT CLASS


[snip]


lnpNetworkBehavior BEHAVIOUR


    DEFINED AS !


        Local SMS, SOA, and NPAC SMS Managed Object used for the Local SMS to


        NPAC SMS and the SOA to NPAC SMS interfaces.





        The Local SMS, SOA, and the NPAC SMS can M-GET any lnpNetwork


        object (Data Download Association Function).  The lnpNetworkName


        attribute is read only and can not be changed via the NPAC SMS


        to Local SMS or SOA to NPAC SMS Interfaces once the object


        has been created.  The  value of lnpNetworkName will always


        be "lnpNetwork".





        Only one of these objects will exist and it will only be


        created at startup of the CMIP agent software on the NPAC SMS


        the Local SMS or SOA.





        The lnpDownloadPkg will only be used for an lnpNetwork object


        instantiated on the NPAC SMS.  This package is used for initiating


        downloading of NPA-NXX and LRN object creation or deletion to the Local


        SMS (Data Download Association Function).  Also, the package is used for


        initiating downloading of NPA-NXX-X object creation, modification, or


deletion to the Local SMS (Data Download Association Function). While the base object instance specified in lnpDownload requests should specify the instance of lnpNetwork with lnpNetworkName of "lnpNetwork", the NPAC SMS will also support a base object instance that specifies the distinguished name of a serviceProv managed object instance.  The base object class of lnpDownload requests for NPA-NXX, LRN, and NPA-NXX-X is always expected to be lnpNetwork.


    !;
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Business Need


Some LSMS systems return attributes that are applicable only to the NPAC SMS view of Subscription Versions and Number Pool Blocks when queried by the NPAC SMS as part of audit processing.  To avoid changes to local systems, the NPAC SMS will permit these attributes to be present in M-GET replies received by the NPAC SMS during audit processing, but the NPAC SMS will not use such extra attributes during audit processing.   Also see PIM 101.





Description of Change:


Changes detailed below.









[bookmark: _Toc59881639]IIS:





New Section:  4.10 LSMS Responses to Queries Initiated by NPAC SMS


As described in Section 4.1.1, when Subscription Versions are downloaded to the Local SMS, the subscriptionVersion is the object class referenced in the download messages, and when Number Pool Blocks are downloaded to the Local SMS, the numberPoolBlock is the object class referenced in the download messages.  During audit processing, the NPAC SMS compares only the attributes defined for these objects against the attributes in the corresponding NPAC SMS subscriptionVersionNPAC and numberPoolBlockNPAC objects.  The NPAC SMS will accept attributes defined only for subscriptionVersionNPAC and numberPoolBlockNPAC objects in M-GET replies from the Local SMS, but the NPAC SMS will ignore such attributes and not consider them during audit processing.   








GDMO:





GDMO Behavior (changed text in yellow highlights)





-- 20.0 LNP subscription Version Managed Object Class





subscriptionVersion MANAGED OBJECT CLASS


[snip]


   


subscriptionVersionBehavior BEHAVIOUR


    DEFINED AS !


        Local SMS Managed Object used for the NPAC SMS to Local SMS


        Interface.





        [snip]





        Filtering Support for M-GET:


        TN Query with greaterOrEqual and lessOrEqual, and equality must be


        supported for auditing.  The fields used with greaterOrEqual and


        lessOrEqual filters are subscriptionTN and


        subscriptionActivationTimeStamp.  The field used with equality is


        subscriptionTN.  Filters supported contain either a greaterOrEqual and


        lessOrEqual filter, or equality filter, for subscriptionTN only or a


        more complex filter.  The more complex filter uses two criteria for


        filtering.  The first criteria used is greaterOrEqual and lessOrEqual


        filters with subscriptionTN.  The second criteria uses greaterOrEqual


        and lessOrEqual filters for subscriptionActivationTimeStamp. Both


        criteria must be matched for the data being queried (logical and).





For responses to M-GET requests, the NPAC SMS will permit attributes from the subscriptionVersionNPAC object class to be specified in the message.  However, the NPAC SMS will ignore all attributes applicable only to the subscriptionVersionNPAC object class during audit processing.





        [snip]











-- 29.0 Number Pool Block Data Managed Object Class


--


numberPoolBlock MANAGED OBJECT CLASS


    [snip]





numberPoolBlock-Behavior BEHAVIOUR


    DEFINED AS !


        [snip]





        Filtering Support for M-GET:


        Number Pool Block Query with greaterOrEqual and lessOrEqual, and


        equality for EDR support.  The fields used with greaterOrEqual and


        lessOrEqual filters are numberPoolBlockNPA-NXX-X and


        numberPoolBlockActivationTimeStamp.  The field used with equality is


        numberPoolBlockNPA-NXX-X.  Filters supported contain either a


        greaterOrEqual and lessOrEqual filter, or equality filter, for


        numberPoolBlockNPA-NXX-X only or a more complex filter.  The more


        complex filter uses two criteria for filtering.  The first criteria used


        is equality filter with numberPoolBlockNPA-NXX-X.  The second criteria


        uses greaterOrEqual and lessOrEqual filters for


        numberPoolBlockActivationTimeStamp.  Both criteria must be matched for


        the data being queried (logical and).  The scope for the filters is


        level 1 only with a base managed object class of lnpSubscriptions.





For responses to M-GET requests, the NPAC SMS will permit attributes from the numberPoolBlockNPAC object class to be specified in the message.  However, the NPAC SMS will ignore all attributes applicable only to the numberPoolBlockNPAC object class during audit processing.


	  [snip]


        


    !;
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Business Need


The NPAC SMS XML Interface Specification (XIS) is based on the W3C standards, which defines the boolean data type  to have allowed values of ‘false’ or ‘true’ or ‘0’ or ‘1’.  The boolean data type is used to represent the port-to-original indicator, the Old SP Authorization, and the Old and New SP Medium Timer Indicator in SV related requests and to represent the SOA Origination Indicator for Number Pool Block related requests on the NPAC SMS and in its mechanized interface messages. Some local systems can support sending ‘false, ‘true, ‘0’ or ‘1’ for boolean attributes in XML  interface messages to NPAC SMS, but can only support receiving a ‘0’ or ‘1’ for boolean attributes in XML interface messages from the NPAC SMS.  The iconectiv NPAC implemented sending ‘false’ or ‘true’ for boolean attributes in XML interface messages to SOAs/LSMSs as allowed by the standards.  To avoid changes to local systems, the iconectiv NPAC SMS will provide an accommodation by only sending a ‘0’ or ‘1’ for boolean attributes in XML interface messages to SOAs and LSMSs (but will still support, per the standards, receiving ‘false’, ‘true’, ‘0’, or ‘1’ for boolean attributes in XML interface messages from local systems).





Description of Change:


Changes detailed below.





[bookmark: _Toc59881639]XIS:





Section 4 on XML Interface Schema:





[snip]





There are several conventions used in the schema in an attempt to provide a consistent and logical representation of the messages:


· Requests from the SOA/LSMS to the NPAC all end with “Request”.  For example, NpbQueryRequest and ActivateRequest.


[snip]


· There are several lexical conventions used in the schema:


· A prefix of Npb in a message name indicates the message is related to a Number Pooled Block.


· A prefix of Sv in a message name indicates the message is related to a Subscription Version.


· A prefix of svb is used for any attribute that can exist in either a Subscription Version or a Number Pooled Block.


· Attribute names are lower-case and have segments separated with underscores (e.g. svb_lrn).  Message names and data types are mixed case, with segments using upper-case (e.g. SpidCreateDownload, NumberString).


· [bookmark: boolean-lexical-representation]An instance of a datatype that is defined as boolean can have the following legal literals {true, false, 1, 0} in interface messages originating from SOAs/LSMSs to the NPAC SMS, .  bBut, when NPAC SMS sends messages to the SOAs/LSMSs, the NPAC SMS will only use the legal literals {1, 0} for boolean attributes in those interface messages from the NPAC SMS to SOAs/LSMSs.





Section 5.6 on NPAC to SOA Interface Messages.





In the following sections that depict example XML interface messages from NPAC to SOA that contain one or more boolean attributes with a value of ‘false’ or ‘true’, the value of the boolean attributes will be changed to ‘0’ or ‘1’.


· 5.6.33.2 NpbQueryReply XML Example: <block_soa_origination>false0</block_soa_origination>


· 5.6.41.2 SvAttributeValueChangeNotification XML Example: <sv_old_sp_authorization>true1</sv_old_sp_authorization>
<sv_new_sp_medium_timer_indicator>true1</sv_new_sp_medium_timer_indicator>
<sv_old_sp_medium_timer_indicator>true1</sv_old_sp_medium_timer_indicator>


· [bookmark: _Toc338686415]5.6.44.2 SvNewSpCreateNotification XML Example:
<sv_old_sp_authorization>true1</sv_old_sp_authorization>


· 5.6.45.2 SvNewSpFinalCreateWindowExpirationNotification XML Example:
<sv_old_sp_authorization>true1</sv_old_sp_authorization>


· 5.6.46.2 SvObjectCreationNotification XML Example:
<sv_old_sp_authorization>true1</sv_old_sp_authorization>
<sv_new_sp_medium_timer_indicator>true1</sv_new_sp_medium_timer_indicator>
<sv_old_sp_medium_timer_indicator>true1</sv_old_sp_medium_timer_indicator>


· 5.6.49.2 SvQueryReply XML Example
<sv_old_sp_authorization>true1</sv_old_sp_authorization>
<sv_porting_to_original_sp_switch> true1</sv_porting_to_original_sp_switch>
<sv_new_sp_medium_timer_indicator>true1</sv_new_sp_medium_timer_indicator>
<sv_old_sp_medium_timer_indicator>true1</sv_old_sp_medium_timer_indicator>





[bookmark: OLE_LINK1][bookmark: OLE_LINK2]In Section 5.8 on NPAC to LSMS Interface Messages, the following sections that depict example XML interface messages from NPAC to LSMS that contain one or more boolean attributse with a value of ‘false’ or ‘true’, the value of the boolean attributes will be changed to ‘0’ or ‘1’.



· 5.8.19.2 NpbQueryReply XML Example: <block_soa_origination>true1</block_soa_origination>


· 5.8.30.2 SvQueryReply XML Example
<sv_old_sp_authorization>true1</sv_old_sp_authorization>
<sv_porting_to_original_sp_switch> true1</sv_porting_to_original_sp_switch>
<sv_new_sp_medium_timer_indicator>true1</sv_new_sp_medium_timer_indicator>
<sv_old_sp_medium_timer_indicator>true1</sv_old_sp_medium_timer_indicator>
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Business Need


The NPAC SMS XML Interface Specification (XIS) supports three types of service provider IDs in SOA to NPAC interface messages: 


· [bookmark: OLE_LINK1][bookmark: OLE_LINK2][bookmark: OLE_LINK3]sp_id in the header of the message identifying the service provider originating the message (required), 


· secondary_sp_id in the message content –  used by a service bureau when submitting a request on behalf of their secondary spid;  the sp_id in the message header is set to the primary spid,


· request_sp_id  in the message content –  used by a delegate when they are submitting a request on behalf of a grantor spid.  The value of the request_sp_id is set to the grantor spid.  The sp_id in the message header is set to the delegate spid.


The NPAC uses these fields to determine the service provider associated with the message request: request_sp_id if populated, secondary_sp_id if populated and request_sp_id not populated, or sp_id in header if request_sp_id and secondary sp_id not populated.


Some XML SOA systems are submitting requests where some or all of these fields are populated with the same SPID value, causing the iconectiv NPAC to fail the request during validation processing (for example, FRS requirement RR6-238 XML Message Delegation – Relationship Establishment indicates: The SOA delegation relationship can be from any one SPID to any other SPID). 


To avoid changes to local systems, the iconectiv NPAC SMS will provide an accommodation by allowing extraneous SPIDs to be provided in requests, but the iconectiv NPAC will ignore the extraneous SPIDs, and process the request as if the extraneous SPIDs were not populated in the request (thus any replies or notifications associated with the request will not have extraneous SPIDs).





Description of Change:


Changes detailed below.





[bookmark: _Toc59881639]XIS:


At the end of Section 5.1 on Message Structure:





[snip]





For messages coming from the SOA to the NPAC, the NPAC considers three fields to determine which SPID is actually issuing the request.  The determination is made by examining the fields in the following order:


· the request_sp_id from the message_content (if populated), 


· the secondary_sp_id from the message_content (if populated)


· The sp_id from the message_header (always populated).





For example, for a message that specifies the sp_id as 1111 and a request_sp_id as 2222, the NPAC will evaluate the message as if it was requested by spid 2222.


[bookmark: OLE_LINK4][bookmark: OLE_LINK5][bookmark: OLE_LINK6]Note, when evaluating which SPID is actually issuing the request, a determination of extraneous SPIDs in the request is made in the following order: 


1. if a SOA request identifies a request_sp_id field that has the same value as the secondary_sp_id field or the same value as the sp_id field in the message header when the secondary_sp_id field is not present, then the message will be accepted but will be processed as if the request_sp_id field was not populated.  


2. If a SOA request identifies a secondary_sp_id field that has the same value as the sp_id field in the message header, the message will be accepted but will be processed as if the the secondary_sp_id field was not populated.  


In these instances, the extraneous SPID fields that are ignored for message processing will not appear in XML response messages nor in any associated notification messages.


[snip]
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Business Need


Documentation updates.





Description of Change:


Changes detailed below.









[bookmark: _Toc59881639]Requirements:


Turn-up Test Plan (changed text in yellow highlights)





Chapter 7, test case NANC 372 – XML Ordering 3: test case involves XML LSMS, so delete XML SOA involvement in the TC and add XML LSMS involvement.





Chapter 8, test case 8.1.2.4.1.13, update Test Result 14 and 15:


RESULT-14:  NPAC SMS sends a status attribute value change message in CMIP (or VATN – SvAttributeValueChangeNotification in XML) to the oldnew Service Provider for the previous ‘active’ Subscription Versions setting the status to ‘old’, upon receiving successful acknowledgment from all involved LSMSs.


RESULT-15:  OldNew Service Provider acknowledges the status attribute value change message in CMIP (or NOTR – NotificationReply in XML).





Chapter 8, test case 8.1.2.4.1.19, update Test Result 14 and 15:


RESULT-15:  NPAC SMS sends a status attribute value change message in CMIP (or VATN – SvAttributeValueChangeNotification in XML) to the oldnew Service Provider for the previous ‘active’ Subscription Versions setting the status to ‘old’, upon receiving successful acknowledgment from all involved LSMSs.


RESULT-16:  OldNew Service Provider acknowledges the status attribute value change message in CMIP (or NOTR – NotificationReply in XML).





Chapter 8, test case 8.1.2.4.1.22, update Test Result 14 and 15:


RESULT-15:  NPAC SMS sends a status attribute value change message in CMIP (or VATN – SvAttributeValueChangeNotification in XML) to the oldnew Service Provider for the previous ‘active’ Subscription Versions setting the status to ‘old’, upon receiving successful acknowledgment from all involved LSMSs.


RESULT-16:  OldNew Service Provider acknowledges the status attribute value change message in CMIP (or NOTR – NotificationReply in XML).





Chapter 8, test case 8.5.1, update Test Result 3:


RESULT 3: Service Provider systems successfully submit SV create, modify and disconnect requests prior to PDP start, during PDP and after PDP ends.


-  When SV requests are made prior to PDP start, requests with the New NPA-NXX will be rejected when the due date for the request is prior to PDP start, and requests for the Old NPA-NXX are accepted/processed by the NPAC SMS.


-  When SV requests are made during PDP start, requests with the New and/or Old NPA-NXX will be accepted/processed by the NPAC SMS.  The response from the NPAC SMS will only contain the New NPA-NXX.


-  When SV requests are made after PDP ends, requests with the Old NPA-NXX will be rejected by the NPAC SMS.  Requests using the New NPA-NXX are accepted/processed by the NPAC SMS.





Chapter 8, test case 8.5.4, update Test Result 3:





RESULT-17:  For NPA-NXXs added to an NPA Split during PDP, the New NPA-NXX cannot exist on the NPAC SMS.  The NPAC SMS will automatically create the New NPA-NXX with an Effective Date of the current date/timeno later than the next day and broadcast in CMIP (or DXCD – NpaNxxDxCreateDownload) the create to all SOAs/LSMSs that support network data downloads and are accepting broadcasts for the NPA-NXX.





Chapter 9, test case NANC 68-1, update expected result 7:


			7.


			SP – conditional


			SP Personnel, using either the SOA/SOA LTI or LSMS, perform an NPAC query for the Subscription Versions in the range that did not have exceptions to verify that the Subscription Version  fields selected to be mass updated were modified.


			SP


			The Subscription Versions were modified correctly.


Any subscription versions with a status of Pending, Conflict, Cancel-Pending or Active that meet the Mass Update criteria are updated as a result of a Mass Update.














Chapter 9, test case NANC 68-3, update expected result 7:


			7.


			SP – conditional


			SP Personnel, using either the SOA/SOA LTI or LSMS, perform an NPAC query for the Subscription Versions in the range that did not have exceptions to verify that the Subscription Version  fields selected to be mass updated were modified.


			SP


			The Subscription Versions were modified correctly.


Any subscription versions with a status of Pending, Conflict, Cancel-Pending or Active that meet the Mass Update criteria are updated as a result of a Mass Update.














Chapter 11, test case 2.3, update steps 4 & 6 (object create notification) updating  the TN/version ID attributes to reflect differences between CMIP and XML concerning a TN Range notification for a single TN:


[snip]


· CMIP TN/SV ID info:


· start TN


· end TN


· start SVID


· end SVID


· XML TN/SV ID info: 


· subscriptionVersionIdsv_id


· subscriptionVersionTNsv_tn


[snip]





Chapter 11, test case 2.3, update steps 15  & 17 (attribute value change notification) updating  the TN/version ID attributes to reflect differences between CMIP and XML concerning a TN Range notification for a single TN:


[snip]


· CMIP TN/SV ID info:


· start TN


· end TN


· start SVID


· end SVID


· XML TN/SV ID info: 


· sv_id


· sv_tn


[snip]





Chapter 11, test case 2.8, step 6 & 8 updates (Status AVC notification) – updating  the TN/version ID attributes to reflect differences between CMIP and XML concerning a TN Range notification for a single TN:


[snip]


· CMIP TN/SV ID info:


· start TN


· end TN


· start SVID


· end SVID


· XML TN/SV ID info: 


· sv_id


· sv_tn


[snip]








Chapter 11, test case 2.9, update steps 6 & 8 (Status AVC notification) – updating  the TN/version ID attributes to reflect differences between CMIP and XML when version IDs are non-consecutive for a TN range:


[snip]


· CMIP TN/SV ID info:


· start TN


· end TN


· list of SV IDs


· XML TN/SV ID info:


· Paired list of TNs and SVIDs


[snip]





Chapter 11, test case 2.12, step 6 updates (Status AVC) – updating  the TN/version ID attributes to reflect differences between CMIP and XML concerning a TN Range notification for a single TN:


[snip]


· CMIP TN/SV ID info:


· start TN


· end TN


· start SVID


· end SVID


· XML TN/SV ID info: 


· sv_id


· sv_tn


[snip]








Chapter 11, test case 2.15, step 4 & 6 updates (AVC) – updating  the TN/version ID attributes to reflect differences between CMIP and XML concerning a TN Range notification for a single TN:


[snip]


· CMIP TN/SV ID info:


· start TN


· end TN


· start SVID


· end SVID


· XML TN/SV ID info: 


· sv_id


· sv_tn


[snip]








Chapter 11, test case 2.16, step 5 updates (Customer Disconnect Date) & step 8 (Status AVC) – updating  the TN/version ID attributes to reflect differences between CMIP and XML when version IDs are non-consecutive for a TN range:


[snip]


· CMIP TN/SV ID info:


· start TN


· end TN


· list of SV IDs


· XML TN/SV ID info:


· Paired list of TNs and SVIDs


[snip]








Chapter 11, test case 2.19, step 5 updates (Customer Disconnect Date) & step 8 (Status AVC) – updating  the TN/version ID attributes to reflect differences between CMIP and XML concerning a TN Range notification for a single TN:


[snip]


· CMIP TN/SV ID info:


· start TN


· end TN


· start SVID


· end SVID


· XML TN/SV ID info: 


· sv_id


· sv_tn


[snip]








Chapter 11, test case 2.20, step 5 updates (Customer Disconnect Date) & step 8 (Status AVC) – updating  the TN/version ID attributes to reflect differences between CMIP and XML when version IDs are non-consecutive for a TN range:


Step 5: 


[snip]


· CMIP TN/SV ID info:


· start TN


· end TN


· list of SV IDs


· XML TN/SV ID info:


· Paired list of TNs and SVIDs


[snip]


Step 8:


[snip]


· CMIP TN/SV ID info:


· start TN


· end TN


· list of SVIDs


· TN Range


· XML TN/SV ID info:


· Paired list of TNs and SVIDs








Chapter 11, test case 2.23, step 4 updates (Status AVC) – updating  the TN/version ID attributes to reflect differences between CMIP and XML when version IDs are non-consecutive for a TN range:


Step 4: 


[snip]


· CMIP TN/SV ID info:


· start TN


· end TN


· list of SVIDs


· TN Range


· XML TN/SV ID info:


· Paired list of TNs and SVIDs





Chapter 11, test case 2.26, step 4 updates (Status AVC) & step 6 (Status AVC) – updating  the TN/version ID attributes to reflect differences between CMIP and XML when version IDs are non-consecutive for a TN range:


 [snip]


· CMIP TN/SV ID info:


· start TN


· end TN


· list of SVIDs


· TN Range


· XML TN/SV ID info:


· Paired list of TNs and SVIDs








Chapter 11, test case 2.27, step 4 & 6 (Status AVC), updating the TN/version ID attributes to reflect differences between CMIP and XML concerning a TN Range notification for a single TN:


[snip]


· CMIP TN/SV ID info:


· paired list of TNs and SVIDsstart TN


· end TN


· start SVID


· end SVID


· XML TN/SV ID info: 


· sv_id


· sv_tn


[snip]








Chapter 11, test case 2.29, step 4 & 6 updates (Status AVC) & step 8 & 10 updates (Status AVC) – updating  the TN/version ID attributes to reflect differences between CMIP and XML when version IDs are non-consecutive for a TN range:


Steps 4 & 6:


[snip]


· start TN


· end TN


· list of SV IDs


· paired list of TNs and SVIDs


[snip]


Steps 8 & 10:


· CMIP TN/SV ID info:


· start TN


· end TN


· list of SV IDs


· XML TN/SV ID info:


· Paired list of TNs and SVIDs


[snip]





Chapter 11, test case 2.30, step 4 (Status AVC) and steps 8 & 10 (AVC) – updating  the TN/version ID attributes to reflect differences between CMIP and XML concerning a TN Range notification for a single TN:


[snip]


· CMIP TN/SV ID info:


· start TN


· end TN


· start SVID


· end SVID


· XML TN/SV ID info: 


· sv_id


· sv_tn


[snip]








Chapter 11, test case 2.32, step 4 & 6 updates (Status AVC) & step 8 & 10 updates (Status AVC) – updating  the TN/version ID attributes to reflect differences between CMIP and XML when version IDs are non-consecutive for a TN range:


Steps 4 & 6:


[snip]


· start TN


· end TN


· list of SV IDs


· paired list of TNs and SVIDs


[snip]


Steps 8 & 10:


· CMIP TN/SV ID info:


· start TN


· end TN


· list of SV IDs


· XML TN/SV ID info:


· [bookmark: _GoBack]Paired list of TNs and SVIDs


[snip]





Chapter 12, test case 169-1, update expected result 6, remove steps 7 and 8.


[bookmark: OLE_LINK1][bookmark: OLE_LINK2][bookmark: OLE_LINK3]The audit finds the LSMS under test not discrepant for the SVs audited and the LSMS is removed from the Failed SP List for the audited SVs.  Using the Audit Results Log, verify that there were no updates made.  If any updates were made as a result of running this audit, this test case fails.  


Verify that:


SV group a exists on the LSMS.  Verify that all of them reflect the ‘modified’ SV values from the prerequisites above.


SV group b exists on the LSMS.


SV group b1 exists on the LSMS. 


SV group c exists on the LSMS.


SV group d exists on the LSMS.


SV group g exists on the LSMS.





			7.


7.


			





NPAC


			NPAC Personnel ‘re-send’ the following to the Service Provider under test:


SV group a that exists on the NPAC SMS with a status of ‘Active with a Failed SP List.


SV group c that exists on the NPAC SMS with a status of ‘Partial-Fail’.


SV group d that exists on the NPAC SMS with a status of ‘Partial-Fail’.


.


NPAC SMS issues the appropriate messages to the LSMS in order to update the LSMS for these SVs.





			SP


SP


			LSMS receives the resend requests from the NPAC SMS and issues a ‘duplicate object’ response to the NPAC SMS for:


SV group c 


SV group d 


SV group g











			8


8.


			


NPAC


			NPAC Personnel perform multiple Full audits for each NPA-NXX of the following SVs, to verify that all the appropriate updates were processed from the NPAC ‘re-send’ for the ‘Partial-Fail’ objects:


SV group a


SV group c


SV group d 


SV group g





			


SP


			Using the Audit Results Log, verify that there were no updates made.  If any updates were made as a result of running this audit, this test case fails.


Verify that:


SV group a exists on the LSMS.


SV group c exists on the LSMS.


SV group d exists on the LSMS.


SV group g exists on the LSMS.

















Chapter 12, test case 169-2, update expected result 6, remove steps 7 and 8.


The audit finds the LSMS under test not discrepant for the SVs audited and the LSMS is removed from the Failed SP List for the audited SVs.  Using the Audit Results Log, verify that there were no updates made.  If any updates were made as a result of running this audit, this test case fails.  


Verify that:


SV group a exists on the LSMS.  


SV group b exists on the LSMS. 


SV group c exists on the LSMS.


SV group d exists on the LSMS.





			


7.


			


NPAC


			NPAC Personnel ‘re-send’ the following to the Service Provider under test:


NOTE:  The BDD request was a subset of the total TNs manipulated in the Prerequisite Setup above.  Resend the respective subset of data.


SV group a that exists on the NPAC SMS with a status of ‘Partial-Fail’.


SV group d that exists on the NPAC SMS with a status of ‘Partial-Fail’.





NPAC SMS issues the appropriate messages to the LSMS in order to update the LSMS for these SVs.


			


SP


			LSMS receives the resend requests from the NPAC SMS and issues a ‘duplicate object’ response to the NPAC SMS for:


NOTE:  The BDD request was a subset of the total TNs manipulated in the Prerequisite Setup above.  Verify the subset of data.


SV group a


SV group d








			


8.


			


NPAC


			NPAC Personnel perform multiple Full audits for each NPA-NXX of the following SVs to verify that all the appropriate updates were processed from the NPAC ‘re-send’ for the ‘Partial-Fail’ objects:





SV group 2a


SV group 2d





			NPAC


			Using the Audit Results Log, verify that there were no updates made.  If any updates were made as a result of running this audit, this test case fails.


Verify that:





SV group 2a


SV group 2d




















Chapter 12, test case 169-3, update expected result 6, remove steps 7 and 8.


The audit finds the LSMS under test not discrepant for the SVs audited and the LSMS is removed from the Failed SP List for the audited SVs.  Using the Audit Results Log, verify that there were no updates made.  If any updates were made as a result of running this audit, this test case fails.  


Verify that:


SV group a exists on the LSMS.  


SV group b exists on the LSMS. 


SV group c exists on the LSMS.


SV group f exists on the LSMS.





			


7.


			


NPAC


			NPAC Personnel ‘re-send’ the following to the Service Provider under test:


SV group a that exists on the NPAC SMS with a status of ‘Partial-Fail’.


SV group f that exists on the NPAC SMS with a status of ‘Active’ and a Failed SP List including the service provider under test.





NPAC SMS issues the appropriate messages to the LSMS in order to update the LSMS for these SVs.


			


SP


			LSMS receives the resend requests from the NPAC SMS and issues a ‘duplicate object’ response to the NPAC SMS for:


SV group a


SV group f








			


8.


			


NPAC


			NPAC Personnel perform multiple Full audits for each NPA-NXX of the following SVs to verify that all the appropriate updates were processed from the NPAC ‘re-send’ for the ‘Partial-Fail’ objects:





SV group a


SV group f





			NPAC


			Using the Audit Results Log, verify that there were no updates made.  If any updates were made as a result of running this audit, this test case fails.


Verify that:





SV group a


SV group f




















Chapter 12, test case 169-4, update expected result 6, remove steps 7 and 8.


The audit finds the LSMS under test not discrepant for the SVs audited and the LSMS is removed from the Failed SP List for the audited SVs.  Using the Audit Results Log, verify that there were no updates made.  If any updates were made as a result of running this audit, this test case fails.  


Verify that:


SV group a exists on the LSMS.  


SV group b exists on the LSMS. 


SV group c exists on the LSMS.








			


7.


			


NPAC


			NPAC Personnel ‘re-send’ the following to the Service Provider under test:


NOTE:  The BDD request was a subset of the total TNs manipulated in the Prerequisite Setup above.  Resend the respective subset of data.


SV group a that exists on the NPAC SMS with a status of ‘Partial-Fail’.





NPAC SMS issues the appropriate messages to the LSMS in order to update the LSMS for these SVs.


			


SP


			LSMS receives the resend requests from the NPAC SMS and issues a ‘duplicate object’ response to the NPAC SMS for:


NOTE:  The BDD request was a subset of the total TNs manipulated in the Prerequisite Setup above.  Verify the subset of data.





SV group a








			


8.


			


NPAC


			NPAC Personnel perform multiple Full audits for each NPA-NXX in the following SVs to verify that all the appropriate updates were processed from the NPAC ‘re-send’ for the ‘Partial-Fail’ objects:





SV group a





			NPAC


			Using the Audit Results Log, verify that there were no updates made.  If any updates were made as a result of running this audit, this test case fails.


Verify that:





SV group a


























Chapter 13, test case NANC 400-4, update step 4





			4.


			NPAC


			For the LSMS under test, the NPAC SMS issues an M-SET Request numberPoolBlock in CMIP (or PATN – NpbAttributeValueChangeNotification PBMD - NpbModifyDownload in XML) to update the attributes on the Number Pool Block object.


			SP


			For the LSMS under test, LSMS receives the M-SET Request in CMIP (or PATN – NpbAttributeValueChangeNotification PBMD - NpbModifyDownload in XML), verifies that the action is valid and returns an M-SET Response numberPoolBlock in CMIP (or NOTR – NotificationReply in XML) back to the NPAC SMS. 

















Chapter 17, test case NANC 372-Security-14, update Test Result 4.


			


4.


			


NPAC


			NPAC sends a message to LSMS, where the Departure TimeStamp attribute is inaccurate.


			


SP


			LSMS (acting as server) accepts the connection but rejects the message with an access_denied invalid_data_values Error.








.





Chapter 16, test case Assoc Data-2, update Objective and Expected Result 2 to indicate SOA/LSMS aborts or retries the association:


Objective: Verify SOA/LSMS aborts the association or retries to establish a new association when the NPAC SMS replies with an invalid System ID.  


Expected Result 2: SOA/LSMS aborts association with no reason provided or SOA/LSMS times-out and retries establishing a new association (whereby NPAC aborts the invalid association and establishes the new association).








Chapter 16, test case Assoc Data-3, update Objective and Expected Result 2 to indicate SOA/LSMS aborts or retries the association:


Objective: Verify SOA/LSMS aborts the association or retries to establish a new association when the NPAC SMS replies with delayed CMIP Departure time.  


Expected Result 2: SOA/LSMS aborts association with no reason provided or SOA/LSMS times-out and retries establishing a new association (whereby NPAC aborts the invalid association and establishes the new association).








Chapter 16, test case Assoc Data-4, update Objective and Expected Result 2 to indicate SOA/LSMS aborts or retries the association:


Objective: Verify SOA/LSMS aborts the association or retries to establish a new association when the NPAC SMS replies with an out-of-order sequence number.  


Expected Result 2: SOA/LSMS aborts association with no reason provided or SOA/LSMS times-out and retries establishing a new association (whereby NPAC aborts the invalid association and establishes the new association).








Chapter 16, test case Assoc Data-6, update Objective and Expected Result 2 to indicate SOA/LSMS aborts or retries the association:


Objective: Verify SOA/LSMS aborts the association or retries to establish a new association when the NPAC SMS replies with an invalid Security Key.  


Expected Result 2: SOA/LSMS aborts association with no reason provided or SOA/LSMS times-out and retries establishing a new association (whereby NPAC aborts the invalid association and establishes the new association).
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NANC 518 – PTO SV Create FRS Doc-only Change


Origination Date:  02/14/18


Originator:  iconectiv


[bookmark: _Toc72227019]Change Order Number:  NANC 518


Description:  FRS Doc-only Clarifications


Functional Backwards Compatible:  Yes





IMPACT/CHANGE ASSESSMENT








			[bookmark: OLE_LINK1][bookmark: OLE_LINK2][bookmark: OLE_LINK3]DOC


			FRS


			IIS





			


			Y


			N











			CMIP


			GDMO


			ASN.1


			Neustar NPAC


			iconectiv NPAC


			SOA


			LSMS





			


			N


			N


			N


			N


			N


			N











			XML


			XIS


			XSD


			Neustar NPAC


			iconectiv NPAC


			SOA


			LSMS





			


			N


			N


			N


			N


			N


			N














Business Need


Documentation updates.





Description of Change:


Update the FRS requirements concerning creating a PTO SV to remove the PTO indicator from the validation (since the PTO indicator is required in any SV Create request).  Two requirements need updating, one for inter-service provider ports and one for intra-service provider ports.

















[bookmark: OLE_LINK4][bookmark: OLE_LINK5][bookmark: OLE_LINK6]Requirements:


Section 5.1.2.2.1.1  - Subscription Version Creation - Inter-Service Provider Ports





[bookmark: _Toc59881639] [snip]





RR5-179 Create Inter-Service Provider PTO Subscription Version - New Service Provider Data Attributes – Rejected 


NPAC SMS shall reject an Inter-Service Provider Create Request that includes the following data attributes from NPAC personnel or the new Service Provider, when the Porting to Original flag is set to True: (reference NANC 399).


• LRN 


• Class DPC 


• Class SSN 


• LIDB DPC 


• LIDB SSN 


• CNAM DPC 


• CNAM SSN 


• ISVM DPC 


• ISVM SSN 


• WSMSC DPC (if supported by the Service Provider SOA) 


• WSMSC SSN (if supported by the Service Provider SOA) 


• Porting to Original 


• Billing Service Provider ID 


• End-User Location - Value 


• End-User Location - Type 


• SV Type 


• Alternative SPID





[snip]





Section 5.1.2.2.1.2 Subscription Version Creation - Intra-Service Provider Port





[snip]


RR5-180 Create “Intra-Service Provider Port” (PTO) Subscription Version – Current Service Provider Data Attributes – Rejected 





NPAC SMS shall reject an Intra-Service Provider Create Request that includes the following data attributes from NPAC personnel or the Current Service Provider, when the Porting to Original flag is set to True: (reference NANC 399) 





· LRN 


· Class DPC 


· Class SSN 


· LIDB DPC 


· LIDB SSN 


· CNAM DPC 


· CNAM SSN 


· ISVM DPC 


· ISVM SSN 


· WSMSC DPC (if supported by the Service Provider SOA) 


· WSMSC SSN (if supported by the Service Provider SOA) 


· Porting to Original 


· Billing Service Provider ID 


· End-User Location - Value 


· End-User Location – Type 


· SV Type 


· Alternative SPID 





[snip]
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New Change Orders – Working Copy






Origination Date:  1/8/2009



Originator:  Telcordia Technologies



Change Order Number:  NANC TBD



Description:  A Multi Vendor NPAC Solution



Cumulative SP Priority, Weighted Average:  TBD



Functionally Backwards Compatible:  Yes


IMPACT/CHANGE ASSESSMENT



			FRS


			IIS


			GDMO


			ASN.1


			NPAC


			SOA


			LSMS





			Y


			Y


			Y


			Y


			Y


			N


			N








Business Need:



The original request(s) to provide NPAC services was more than twelve years ago.  Since that initial selection of two providers, the industry hasn’t had any choice in NPAC vendors.  In all other aspects of number portability in North America, Service Providers have a choice of vendors.  The Telecommunications Act implemented vendor competition as well, and the FCC specifically favored competition in NPAC services in originally approving multiple NPAC administrators.  The FCC noted in the order that competition between vendors for NPAC would stimulate innovation and it would provide the other expected benefits of competition, including economic benefits and enhanced service levels.  Since that order, the NPAC has become more critical to Service Provider networks with the addition of pooling and the pending change orders for URI information.  The transactions at NPAC continue to grow at a large rate.  If the rate of transaction growth continues, NPAC billable transaction will exceed more than one billion annually before the expiration of the current contract.  Carrier choice in NPAC services can and should be implemented now to provide the benefits of competition to Service Providers before the NPAC grows so large that a transition would be higher risk than desirable.



Competition will lead not only to carrier choice but vendor diversity.  In the current economic conditions, having multiple vendors versus a single source contract to support critical infrastructure services is becoming more essential.  Multiple vendors assure business continuity of services in the event of vendor business failure.  This diversity will not only reduce the business risk of these services being delivered in an uninterrupted manner but will also enhance the commercial management of the vendors.  Carriers have experienced that multi sourced services and associated carrier choice results in more competitive pricing.  Multiple competitive vendors also offer faster response to industry needs with more innovative services that further enhance the service currently being offered.  The current NPAC service is working effectively, but opening it up to competition and carrier choice can only result in enhanced benefits to the industry.  Selecting two or more vendors will drive the benefits to the users of a multi vendor solution that will result in carriers in each region being able to choose their vendor based on the values it offers in savings and enhanced services.



In summary, especially in today’s economic conditions, carriers more than ever need the benefits of competition that include:



· Carrier Choice



· Vendor Diversity



· Enhanced and Innovative Services



· Reduced Costs to the Industry



Description of Change:


While a Multi-Vender NPAC Solution, hereafter referred to as Multi-Administrator Peering Model, and impacts the NPAC SMS, the technical approach described in this change order minimizes the impacts to Service Provider systems and operations. 



The following high-level peering technical implementation goals related to Service Providers and the NPAC Services provided under a Multi-Administrator Peering Model implementation:



· No SOA and LSMS to NPAC SMS CMIP Interface Modifications



· No User LTI GUI Changes



· Minimize Service Provider operational changes



· Limit Service Provider operational interactions to only their chosen NPAC vendor



· Limit NPAC to NPAC connections to reduce complexity



· Allow communication of all NPAC data for network data and active subscription versions



· Support any additional information needed for Inter-NPAC SMS porting events



The following diagram illustrates the Solution approach proposed in this change order by showing a Multi-Administrator Peering Model with two NPAC SMS to visually introduce the terminology used:







The terminology used in the diagram is defined as follows: 



· Primary NPAC SMS – The NPAC SMS that provides service directly to a specific Service Provider SOA, LSMS, or LTI GUI for a transaction.



· Peered NPAC SMS – An NPAC SMS system that communicates with another NPAC SMS in the same Region in a Multi-Administrator Peering Model. 



· Inter-NPAC Peering – The Multi-Administrator Peering Model implementation discussed in this solution document that leverages the existing SOA to NPAC SMS and LSMS to NPAC SMS CMIP interface for Inter-NPAC SMS messaging 



· Inter-NPAC SMS Messaging – CMIP messaging between Peered NPAC SMS systems within the same Region as a result of Service Provider activity initiated from the LTI GUI, SOA, and/or LSMS interface connections.  Inter-NPAC messages include all messages required for completion of requests. 



· Inter-NPAC SMS Associations – CMIP associations between Peered NPAC SMS



· Inter-NPAC SMS LSMS Association – A CMIP association between two Peered NPAC SMSs that is used to communicate LSMS activity such as Subscription Version activation and Network Data creation from a Primary NPAC SMS to a Peered NPAC SMS.



· Inter-NPAC SMS SOA Association – A CMIP association between two Peered NPAC SMSs that is used to communicate SOA activity, such as porting activity between Service Providers in different Peered NPAC SMS.



Major points/processing flow/high-level requirements:



Inter-NPAC Peering leverages the existing SOA to NPAC SMS and LSMS to NPAC SMS CMIP interface for Inter-NPAC SMS messaging.   This approach simplifies implementation of the Inter-NPAC SMS messaging and does not require the introduction of a different messaging protocol.  While interface impacts for Inter-NPAC Peering are avoided for the existing Service Provider SOA and LSMS to NPAC SMS interfaces, additional data would need to be communicated between peered NPAC SMS systems to improve efficiency. Areas for extensions to Inter-NPAC SMS messaging will be identified in the detailed specifications to be provided.



Two diagrams are provided to give a high level view of the interactions for that would occur between Peered NPAC SMS in a Multi-Administrator Peering Model for porting activity between two Service Providers. The two types of ports that are described are an Intra NPAC Port and an Inter NPAC Port.



Intra-NPAC SMS Port



A port is an Intra-NPAC SMS port when only one NPAC SMS serves both of the Service Providers involved in a port. The following diagram depicts a port with both Service Providers being customers of the same NPAC SMS:






Service Providers porting in the same NPAC SMS (Intra-NPAC port):



1. SOA 1 and SOA 2 served by Vendor A create a pending port for the TN porting form SOA 2



2. SOA 1 activates the TN on the due date



3. TN Activation broadcast is sent to the peered Vendor B



4. TN Activation broadcast is sent to LSMS’ serviced by Vendor A



5. TN Activation broadcast is sent to LSMS’ serviced by Vendor B



Inter-NPAC SMS Port



A port is an Inter-NPAC SMS port when each NPAC SMS serves one of the Service Providers involved in a port. The following diagram depicts a port with both Service Providers being customers of different NPAC SMS:





















Service Providers porting in the different NPAC SMS (Inter-NPAC):



1. SOA 1 serviced by Vendor A creates a pending port for a TN porting from SOA 2



2. Vendor A forwards the create request to Vendor B that serves SOA 2



3. Vendor B creates the pending subscription version and sends notifications to both SOA 1 and SOA 2



4. SOA 1 activates the TN on the due date (SOA 2 concurrence is not shown to reduce complexity of the diagram)



5. TN Activation broadcast is sent from Vendor A to the peered Vendor B



6. TN Activation broadcast is sent to the LSMS’ served by Vendor A



7. TN Activation broadcast is sent to LSMS’ served by Vendor B



Requirements:



TBD



IIS



TBD



GDMO:



TBD



ASN.1:



TBD



Inter-NPAC SOA Associations









Inter-NPAC LSMS Association









Inter-NPAC Associations used for Inter-NPAC Messaging









Peered NPAC SMS Vendor A 	









SOA









LSMS









Peered NPAC SMS Vendor B 	









SOA 









LSMS









Service Provider SOA and LSMS systems connections to their Primary NPAC SMS – Vendor A









Service Provider SOA and LSMS systems connections to their Primary NPAC SMS – Vendor B
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Peered NPAC SMS Vendor A









Inter-NPAC LSMS Association









LSMS









LSMS









SOA 2









SOA 1









Peered NPAC SMS Vendor B
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Peered NPAC SMS Vendor A









Inter-NPAC LSMS Association









Inter-NPAC SOA Association









LSMS









LSMS









SOA 2









SOA 1









Peered NPAC SMS Vendor B
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NANC 519 – BDD File Compression


Origination Date:  03/06/18


Originator:  iconectiv


[bookmark: _Toc72227019]Change Order Number:  NANC 519


Description:  BDD File Compression


Functional Backwards Compatible:  Yes





IMPACT/CHANGE ASSESSMENT








			[bookmark: OLE_LINK1][bookmark: OLE_LINK2][bookmark: OLE_LINK3]DOC


			FRS


			IIS





			


			Y


			N











			CMIP


			GDMO


			ASN.1


			Neustar NPAC


			iconectiv NPAC


			SOA


			LSMS





			


			N


			N


			N


			Y


			N


			N











			XML


			XIS


			XSD


			Neustar NPAC


			iconectiv NPAC


			SOA


			LSMS





			


			N


			N


			N


			Y


			N


			N














Business Need


Based on feedback from current users of the Neustar NPAC and on iconectiv’s own experience with BDD files from Neustar, it appears as though full BDD files – though not delta BDD files – may be compressed using gzip. 





Description of Change:


Whenever full BDD files are produced by the NPAC they will be compressed using gzip.





Note:  This does not include Delta files











[bookmark: OLE_LINK4][bookmark: OLE_LINK5][bookmark: OLE_LINK6]Requirements:


There appear to be no requirements in the FRS that indicate BDD files are compressed in any way (no occurrences of “compress” “gz” gzip”).  However, feedback from current Users of the Neustar NPAC and iconectiv’s own experience with BDD files produced by Neustar suggest that full BDD files of any type (Subscription, Network Data, Block), may be compressed using gzip.  Delta BDD files do not appear to be compressed and therefore will not be zipped.


[bookmark: OLE_LINK7][bookmark: OLE_LINK8][bookmark: OLE_LINK9]


Add new requirement (RR) to the following section of 3.11.1 -  Bulk Data Download Functionality - General


[bookmark: OLE_LINK13][bookmark: OLE_LINK14][bookmark: OLE_LINK15]RR3- XX – Bulk Data Download - File Compression


If full BDD files are produced they will be compressed  into “gz” format. This shall be true for all file types.  Delta files will not be compressed.


Add the following wording to Appendix E. Download File Examples below the 3rd paragraph:


If full BDD files are produced they will be compressed into “gz’ format. This shall be true for all file types.  Delta files will not be compressed.
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NANC 520 – SIC SMURF Naming Convention – Doc Only Changes


Origination Date:  03/6/18


Originator:  iconectiv


[bookmark: _Toc72227019]Change Order Number:  NANC 520


Description:  SIC SMURF Naming convention


Functional Backwards Compatible:  Yes





IMPACT/CHANGE ASSESSMENT








			[bookmark: OLE_LINK1][bookmark: OLE_LINK2][bookmark: OLE_LINK3]DOC


			FRS


			IIS





			


			N


			N











			CMIP


			GDMO


			ASN.1


			Neustar NPAC


			iconectiv NPAC


			SOA


			LSMS





			


			N


			N


			N


			N


			N


			N











			XML


			XIS


			XSD


			Neustar NPAC


			iconectiv NPAC


			SOA


			LSMS





			


			N


			N


			N


			N


			N


			N














Business Need


Documentation updates.





Description of Change:


During Group and Round Robin Testing a Service Provider identified a situation where the naming convention for each of the 3 download files (SIC-SMURF NPA-NXX, SIC-SMURF NPA-NXX-X and SIC-SMURF -LRN) produced by a SPID migration, did not have identical timestamps in the file names.














[bookmark: OLE_LINK4][bookmark: OLE_LINK5][bookmark: OLE_LINK6]Requirements:


The requirements do not explicitly indicate how timestamps are set for different files in the same SPID migration.  Below are the pertinent requirements.


FRS Section 3.2.1  SPID Migration Updates and Processing (NANC 323)


[Snip]


With functionality in NANC 323, SIC-SMURFs are generated by NPAC Personnel and distributed (via Secure FTP) to all Service Providers.  





RR3-256  SPID Migration Update – Generation of SIC-SMURF Files


[Snip]


NPAC SMS shall provide a mechanism that generates SIC-SMURF for NPA-NXX, LRN, and/or NPA-NXX-X upon completion of the entry of the selection input criteria in the NPAC SMS Administrative Interface, for a partial SPID Migration Update Request Process in the NPAC SMS.  (previously NANC 323 Req 2)





RR3-260  SPID Migration Update – SIC-SMURF File Names


[Snip]


NPAC SMS shall follow the SIC-SMURF file naming convention as described in Appendix E.  (previously NANC 323 Req 6)





Appendix E. Download File Examples – 


[Snip]


All Time Stamps contained within the download files and SMURF files, and file names are in GMT (Greenwich Mean Time).  Files that contain three timestamps reference the time the files is created, and start and end time range.  When the time range is not specified, the default start timestamp is 00-00-0000000000 and the default end timestamp is 99-99-9999999999. 








Add the following to the above paragraph in Appendix E


[bookmark: OLE_LINK31][bookmark: OLE_LINK32][bookmark: OLE_LINK33]The SIC-SMURF files contain a single timestamp in the filename.  This timestamp for all 3 SIC-SMURF files generated from the same SPID migration (same Migrating FROM and Migrating TO SPIDs) will be identical.
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NANC 521- Group & RR Testing - Doc Only Changes.docx

NANC 521 – Group & RR Testing – Doc Only Changes


Origination Date:  03/6/18


Originator:  iconectiv


[bookmark: _Toc72227019]Change Order Number:  NANC 521


Description:  Group & RR Testing


Functional Backwards Compatible:  Yes





IMPACT/CHANGE ASSESSMENT








			[bookmark: OLE_LINK1][bookmark: OLE_LINK2][bookmark: OLE_LINK3]DOC


			FRS


			IIS





			


			N


			N











			CMIP


			GDMO


			ASN.1


			Neustar NPAC


			iconectiv NPAC


			SOA


			LSMS





			


			N


			N


			N


			N


			N


			N











			XML


			XIS


			XSD


			Neustar NPAC


			iconectiv NPAC


			SOA


			LSMS





			


			N


			N


			N


			N


			N


			N














Business Need


Documentation updates.





Description of Change:


Update the NPAC SMS/Group Service Provider Certification and Regression Test Plan aka


(The Group & Round Robin Test Plan) with the new Test Cases from the Inter Carrier Testing Summary based on the Inter Carrier Testing Sub-Committee discussions during transition testing.





[bookmark: OLE_LINK4][bookmark: OLE_LINK5][bookmark: OLE_LINK6]Requirements:


Make the following changes to the Group_SP_Regression_Test_Plan_thru 3.4_34b_final document.








· Section 1 – Include a short paragraph describing Partner to Partner testing, Round Robin Testing and additional Group Test cases.


· Section 2- no change


· Section 3 – Insert Inter Carrier Testing Summary Table of Contents/Summary in place of existing matrix








· Section 4 – Insert Inter Carrier Testing Summary Test Case details in place of existing Test Case descriptions


· Sections 5 thru 9 – Remove  Incorporate any additional Group Test Cases in Section 4.
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InterCarrier Testing Summary 3-6-18.docx


The scope of the following test cases addresses LNP 'Port Provisioning' only aka interactions between NPAC and LNP Local Systems (SOAs & LSMSs). 'Pre Port', aka LSOG LSR/FOC or WICIS ICP Port Request and Port Response, behavior is not in scope. Service providers with integrated and/or automated LNP solutions may have to take steps to 'control/limit' actions in order to properly execute these test cases.    



P = Partner



G = Group/Round Robin 







				[bookmark: TCSummary]
Testing Summary







				TC #



				Test Case Name



				Link







				G1



				Round Robin Testing: New SP Create (Non PTO), Old SP Create, Activate, Audit (Repeat N-1 times), New SP Create (PTO), Old SP Create



				G1







				G2



				SPID Migration: NPAC OP GUI – NPAC Personnel submit a request for a SPID migration, where NPA-NXX, LRN, Subscription Version, NPA-NXX-X and Block Information exist for the migrating away from SPID.  Verification steps are performed to ensure the Service Provider system is now in synch with the NPAC SMS. – Success



				G2







				P1a



				Port single TN: New & Old SP Create, New / Old Modify Pending, Activate, Audit, Modify Active



				P1a







				P1b



				PTO of 1a: New & Old SP Create, New / Old SP Modify Pending, Activate, Audit, 



				P1b







				P2a



				Port TN range, similar to 1a but reverse SP roles, and do Mass Update instead of Modify Active



				P2a







				P2b



				PTO of 2a, similar to 1b but reverse SP roles



				P2b







				P3a



				Intra SP Port - single TN: New SP Create, Modify Pending, Activate, Modify Active, Audit (can be a non-ported number, previously intra-ported number, or a ported-in number)



				P3a







				P3b



				Inter Port (of TN in 3a) - New SP Create (not PTO), Old SP Create, Activate, Disconnect, Audit 



				P3b







				P4



				Intra SP Port - TN range: New SP Create, Modify Pending, Activate, Mass Update, Disconnect, Audit (can be a non-ported number, previously intra-ported number, or a ported-in number)



				P4







				P5



				Intra SP Port - single TN: New SP Create, Modify Pending, Activate, Modify Active,  Audit, Disconnect (can be a non-ported number, previously intra-ported number, or a ported-in number)



				P5







				P6a



				Intra SP Port - TN range: New SP Create, Modify Pending, Activate, Modify Active/Mass Update, Audit (can be a non-ported number, previously intra-ported number, or a ported-in number)



				P6a







				P6b



				Inter Port (of TN Range in 6a) - New SP Create (not PTO, port back to different switch), Old SP create, Activate, Disconnect, Audit



				P6b







				P7



				Inter Port of TN (T1 expires): New SP Create, T1 expiration notification, Old SP create, activate, audit, disconnect



				P7







				P8



				Inter Port of TN (T1 & T2 expire): New SP Create, T1 expiration notification, T2 expiration notification, activate, audit, disconnect



				P8







				P9a



				Port  TN w/ conflict: New SP Create, Old SP Create w/conflict, New SP Modify, Old SP Remove from Conflict, Activate, Audit



				P9a







				P9b



				Port TN back (not PTO) w/ conflict:  New SP Create, Old SP Create (conflict), Old SP Modify (authorize), , Activate, Audit



				P9b







				P10



				Cancel Pending Port: New SP Create, Cancel



				P10







				P11a



				Cancel Pending Port: Old SP Create, Cancel



				P11a







				P11b



				New SP Create, T1/T2 expiration notification, Activate, Audit



				P11b







				P12



				Cancel Pending Port: New SP Create, Old SP Create, New SP Cancel, Old SP Cancel Ack.



				P12







				P13



				Cancel Ack Notification:  New SP Create, Old SP Create, New SP Cancel, Cancel T1 expires, Old SP Cancel Ack



				P13







				P14



				Cancel Pending Port: New SP Create, Old SP Create, Old SP Cancel, New SP Cancel Ack.



				P14







				P15



				No New SP Cancel Concurrence: New SP Create, Old SP Create, Old SP Cancel, Cancel T1 expires, Cancel T2 expires (conflict)



				P15







				P16



				No Old SP Cancel Concurrence: New SP Create, Old SP Create, New SP Cancel, Cancel T1 expires, Cancel T2 expires (canceled)



				P16







				P17



				Delete NPA-NXX via SOA and via LSMS



				P17







				P18



				Delete LRN via SOA and via LSMS



				P18







				P19a



				Port Activation w/ Medium Timers:  New SP Create with 'Yes' for Medium Timers, Old SP Create with 'Yes' for Medium Timers, Activate



				P19a







				P19b



				Port Activation w/ Medium Timers:  New SP Create with 'No' for Medium Timers, Old SP Create with 'No' for Medium Timers, Activate



				P19b







				P19c



				Port Activation w/ Medium Timers:  New SP Create with 'Yes' for Medium Timers, Old SP Create with 'No' for Medium Timers, Activate



				P19c







				P19d



				Port Activation w/Medium Timers:  New SP Create with 'No' for Medium Timers, Old SP Create with 'Yes' for Medium Timers, Activate



				P19d







				P20



				Undo Cancel Pending & Modify:  New SP Create one day in advance, Old SP Create one day in advance, New SP Cancel, New SP Undo Cancel & Modify, New SP Modify DDT



				P20







				P21



				Modify Active on LRN:  New SP Create With Incorrect LRN, Old SP Create, Activate, New SP Modify Active to Correct LRN



				P21







				P22



				Port TN w/ Auto Activate Timers:  New SP Create with DDT in Attempt Auto-Activate Time field, Old SP Create, Activate on auto activate DDT



				P22







				P23a



				Future Disconnect Port:  New SP Create, Old SP Create, Activate, Set disconnect date 1 hour ahead, Disconnect



				P23a







				P23b



				Future Disconnect Port:  New SP Create, Old SP Create, Activate, Set disconnect date 1 day ahead, Disconnect



				P23b







				P24



				Port TN Before T1 Expires:  New SP Create, T1 hasn't expired, Activate, Receive Error



				P24







				P25



				Port TN Before DDT:  New SP Create 1 day in advance, Old SP Create 1 day in advance, Activate, Receive Error



				P25
























				TEST CASE #



				



TEST DESCRIPTION



				



TEST STEPS



				



EXPECTED RESULTS



				



ACTUAL RESULTS







				[bookmark: TC1a][bookmark: G1a][bookmark: G1][bookmark: OLE_LINK12][bookmark: OLE_LINK13][bookmark: OLE_LINK14]G1



				Port from SPID A to B, then port from SPID B to C, …,  then port from SPID (N-1) to N, then port (PTO) from SPID N to SPID A



				1. New SP submits New SP Create for the TN with X Due Date (and NOT PTO).







2. Old SP submits Old SP Create (aka Release) to concur with the port (Authorization = True)












3. New SP submits Activate for the ported TN on Due Date









4. New SP submits an Audit for the ported TN.




































Repeat steps above for porting the same TN from SPID B to SPID C, SPID C to D, etc., and from SPID N-1 to N, where N is the number of SPs in the group.




Lastly perform PTO port of TN from SPID N back to SPID A:







1. Old SP submits Old SP Create (Release) for the TN from TC 4.1a, with X Due Date and Auth = Yes.




2. New SP submits News SP Create with PTO indicator set to True to concur with the port











3. New SP submits Activate for the ported TN on Due Date






















4. New SP submits an Audit for the ported TN.




				1. NPAC creates an SV and sends object create notification to New and Old SP SOAs.  NPAC sends 1st Port notification to SOAs/LSMSs.  SPs verify they received notifications in their SOA and LSMS, if LSMS is available to testers. 




2. NPAC updates the SV and sends SV Attribute Value Change (AVC) notification to Old/New SP SOAs with Old SP Due Date and Auth. SPs verify they received the notification in their SOA







3. NPAC broadcasts SV create to LSMSs and then sends Status AVC notification to Old/New SP SOAs (Active, Partially Failed or Failed). SPs verify they received the notification in their SOA.  If LSMSs are connected and available to testers, verify LSMS received the SV create broadcast.




4. NPAC creates and performs the audit and sends notifications to SOA (audit create, discrepancy notification, audit results, audit delete).  If discrepancy was discovered, NPAC broadcasts a correction to the discrepant LSMS.  New SP verifies they received the notifications in their SOA.  If discrepant LSMS is available to testers, verify LSMS received broadcast to fix discrepancy (SV create most likely).




The same expected results as above should be exhibited.































1. NPAC creates an SV and sends object create notification to New and Old SP SOAs.  SPs verify they received notification in their SOA.  







2. NPAC updates the SV and sends SV AVC notification with New SP Due Date to Old/New SP SOAs.  SPs verify they received notification in their SOA.




3. NPAC broadcasts a Delete of the currently active SV (SV 1, the active SV in TC 4.1a above) to LSMSs.  NPAC sends status AVC notification for SV 1 to the Old SP (SP 2) SOA only (Old or Active). NPAC also updates the PTO SV (SV 2) and sends status AVC notification for SV2 to the Old/New SP SOAs (Old, Partially Failed, Failed).  New SP verifies it received notification for SV2 in its SOA.  Old SP verified it received notification for SV1 and SV2 in its SOA.  If LSMSs are connected and available to testers, verify LSMS received the SV delete broadcast on SV1.




4. NPAC creates and performs the audit and sends notifications to SOA (audit create, discrepancy notification, audit results, audit delete).  If discrepancy was discovered, NPAC broadcasts a correction to the discrepant LSMS.  New SP verifies they received the notifications in their SOA.  If discrepant LSMS is available to testers, verify LSMS received broadcast to fix discrepancy (SV delete on SV1 most likely).



				







				[bookmark: G2]G2



				SPID Migration: NPAC OP GUI – NPAC Personnel submit a request for a SPID migration, where NPA-NXX, LRN, Subscription Version, NPA-NXX-X and Block Information exist for the migrating away from SPID.  







Pre-req: while all SOAs/LSMSs connected, do following for Migrating From SPID:



a. Create 1 NPA-NXX



b. Create 1 LRN



c. Create 1 NPA-NXX-X and activate its block using LRN from (b).



d. Create/activate range of 10 ported TNs using LRN from (b)



e. Create deferred disconnect for 2 of SVs from (d)



f. Immediately disconnect 1 SV from (d)



g. Create/activate range of 10 pseudo-LRN SVs for NPA-NXX from (a)







				1. NPAC Personnel generate Selection Input Criteria SPID Mass Update (SIC-SMURF) Files based on SPID Migration prerequisite data.




2. Service Provider Personnel receive the SIC-SMURF files, take their systems ‘off-line’ from the NPAC SMS, and load the files into their LSMS system












































3. At the same time as row 2 above, NPAC Personnel update the NPAC SMS database using the SIC-SMURF files
































4. After both the NPAC and Service Provider Personnel have successfully loaded the SIC-SMURF files into their respective databases, Service Provider Personnel re-associate their local systems with the NPAC SMS




5. Service Provider Personnel perform subscription version and number pool block queries for the migrated data.



				1. The SIC-SMURF files are generated and made available on the Service Provider FTP sites.












2. [bookmark: OLE_LINK10][bookmark: OLE_LINK11][bookmark: OLE_LINK15][bookmark: OLE_LINK7][bookmark: OLE_LINK8][bookmark: OLE_LINK9]Using the SOA/LSMS system, verify as applicable:NPA-NXX (a) was updated to reflect the ‘Migrating To’ SPID; LRN (b) was updated to reflect the ‘Migrating To’ SPID; NPA-NXX-X (c) was updated to reflect the ‘Migrating To’ SPID; NPB (c) was updated to reflect the ‘Migrating To’ SPID; SVs from (d) that are active and (e) were updated to reflect the ‘Migrating To’ SPID. SV from (f) exists on the NPAC SMS with a status of ‘Old’ so is not migrated - verify on the local system as capable. SV (g) was updated to reflect the ‘Migrating To’ SPID – if the Service Provider supports PLRN records.





3. Verify the following on the NPAC SMS: NPA-NXX (a) was updated to reflect the ‘Migrating To’ SPID; LRN (b) was updated to reflect the ‘Migrating To’ SPID; NPA-NXX-X (c) was updated to reflect the ‘Migrating To’ SPID; NPB (c) was updated to reflect the ‘Migrating To’ SPID; SVs from (d) that are active and (e) were updated to reflect the ‘Migrating To’ SPID. SV from (f) exists on the NPAC SMS with a status of ‘Old’ so is not migrated. SVs from (g) were updated to reflect the ‘Migrating To’ SPID – if the Service Provider supports PLRN records







4. The Service Provider local systems are associated with the NPAC SMS

























5. Verify that the records reflect the appropriate Old and New Service Providers based on the SPID Migration data















				







				[bookmark: P1a]P1a



				Port single TN from SP1 to SP2 (no existing SV, block or code held by Old SP, 1st port in NPA-NXX).  After ported TN is activated, Audit the TN, then Modify the Active SV for the ported TN.



				1. New SP submits New SP Create for the TN with X Due Date.








2. Old SP submits Old SP Create (aka Release) to concur with the port (Authorization = True)






3. New SP submits Modify for the pending port to modify the LRN 









4. Old SP submits Modify for the pending port to modify the Old SP Due Date to current date.





5. New SP submits Modify for the pending port to modify the New SP Due Date to current date.





6. New SP submits Activate for the ported TN on Due Date









7. New SP submits an Audit for the ported TN.












8. New SP submits Modify for the active ported TN to modify the LRN for the active ported TN.



				1. NPAC creates an SV and sends object create notification to New and Old SP SOAs.  NPAC sends 1st Port notification to SOAs/LSMSs.  SPs verify they received notifications in their SOA and LSMS, if LSMS is available to testers. 




2. NPAC updates the SV and sends SV Attribute Value Change (AVC) notification to Old/New SP SOAs with Old SP Due Date and Auth. SPs verify they received the notification in their SOA.




3. NPAC updates the SV (and sends success response to originating SOA).  No notifications are sent.  New SP verifies the update was successful in their SOA.
 



4. NPAC updates the SV sends SV AVC notification for Old SP Due Date change to Old/New SP SOAs.  SPs verify they received the notification in their SOA.




5. NPAC updates the SV sends SV AVC notification for New SP Due Date change to Old/New SP SOAs.  SPs verify they received the notification in their SOA.




6. NPAC broadcasts SV create to LSMSs and then sends Status AVC notification to Old/New SP SOAs (Active, Partially Failed or Failed). SPs verify they received the notification in their SOA.  If LSMSs are connected and available to testers, verify LSMS received the SV create broadcast.




7. NPAC creates and performs the audit and sends notifications to SOA (audit create, discrepancy notification, audit results, audit delete).  If discrepancy was discovered, NPAC broadcasts a correction to the discrepant LSMS.  New SP verifies they received the notifications in their SOA.  If discrepant LSMS is available to testers, verify LSMS received broadcast to fix discrepancy (SV create most likely).




8. NPAC updates the SV and broadcasts SV Modify to LSMSs and then sends Status AVC notification to Old/New SP SOAs (Active).  SPs verify they received the notification in their SOA.  If LSMSs are connected, verify LSMS received the SV modify broadcast.



				 







				[bookmark: TC1b][bookmark: P1b]P1b



				Port to original SP single TN from SP 2 to SP 1 (PTO of TN ported in TC 4.1a; TN must be in active status with empty Failed SP List).  Audit the TN after it is activated.  Old SP initiates the Port.



				1. Old SP submits Old SP Create (Release) for the TN from TC 4.1a, with X Due Date and Auth = Yes.




2. New SP submits News SP Create with PTO indicator set to True to concur with the port








3. Old SP submits Modify for the pending port to modify the Old SP Due Date to current date.









4. New SP submits Modify for the pending port to modify the New SP Due Date to current date.








5. New SP submits Activate for the ported TN on Due Date






















6. New SP submits an Audit for the ported TN.




				1. NPAC creates an SV and sends object create notification to New and Old SP SOAs.  SPs verify they received notification in their SOA.  








2. NPAC updates the SV and sends SV AVC notification with New SP Due Date to Old/New SP SOAs.  SPs verify they received notification in their SOA.




3. NPAC updates the SV and sends SV AVC notification with Old SP Due Date to Old/New SP SOAs.  SPs verify they received notification in their SOA.




4. NPAC updates the SV and sends SV AVC notification with New SP Due Date to Old/New SP SOAs.  SPs verify they received notification in their SOA.




5. NPAC broadcasts a Delete of the currently active SV (SV 1, the active SV in TC 4.1a above) to LSMSs.  NPAC sends status AVC notification for SV 1 to the Old SP (SP 2) SOA only (Old or Active). NPAC also updates the PTO SV (SV 2) and sends status AVC notification for SV2 to the Old/New SP SOAs (Old, Partially Failed, Failed).  New SP verifies it received notification for SV2 in its SOA.  Old SP verified it received notification for SV1 and SV2 in its SOA.  If LSMSs are connected and available to testers, verify LSMS received the SV delete broadcast on SV1.




6. NPAC creates and performs the audit and sends notifications to SOA (audit create, discrepancy notification, audit results, audit delete).  If discrepancy was discovered, NPAC broadcasts a correction to the discrepant LSMS.  New SP verifies they received the notifications in their SOA.  If discrepant LSMS is available to testers, verify LSMS received broadcast to fix discrepancy (SV delete on SV1 most likely).




				 







				[bookmark: TC2a][bookmark: P2a]P2a



				Port TN Range from SP2 to SP1 where SP2 (the Old SP) was the New SP in TC 1a (no existing SVs, block or code held by Old SP, 1st port in NPA-NXX).  After ported TN is activated, do Mass Update, then Audit the ported TN.



				1. New SP submits New SP Create for the TN Range with X Due Date.







2. Old SP submits Old SP Create (aka Release) to concur with the port for the TN Range (Authorization = True).





3. New SP submits Modify for the pending TN Range port to modify the LRN. 






4. Old SP submits Modify for the pending TN Range port to modify the Old SP Due Date to current date.





5. New SP submits Modify for the pending TN Range port to modify the New SP Due Date to current date.





6. New SP submits Activate for the ported TN Range on Due Date










7. New SP contacts NPAC test engineer to perform a mass update on the LRN value of the TN range.










8. New SP submits an Audit for the ported TN Range.








				1. NPAC creates an SV for each TN in the range and sends object create notification to New and Old SP SOAs.  NPAC sends 1st Port notification to SOAs/LSMSs.  SPs verify they received notifications in their SOA and LSMS, if LSMS is available to testers. 




2. NPAC updates each SV in the Range and sends SV Attribute Value Change (AVC) notification to Old/New SP SOAs with Old SP Due Date and Auth. SPs verify they received the notification in their SOA.




3. NPAC updates each SV in the Range (and sends success response to originating SOA).  No notifications are sent.  New SP verifies the update was successful in their SOA.
 



4. NPAC updates each SV in the Range and sends SV AVC notification for Old SP Due Date change to Old/New SP SOAs.  SPs verify they received the notification in their SOA.




5. NPAC updates each SV in the Range and sends SV AVC notification for New SP Due Date change to Old/New SP SOAs.  SPs verify they received the notification in their SOA.




6. NPAC broadcasts SV create for TN Range to LSMSs and then sends Status AVC notification to Old/New SP SOAs (Active, Partially Failed or Failed). SPs verify they received the notification in their SOA.  If LSMSs are connected and available to testers, verify LSMS received the SV create broadcast.




7. NPAC updates the SV for the TN Range and broadcasts SV Modify to LSMSs and then sends Status AVC notification to Old/New SP SOAs (Active).  SPs verify they received the notification in their SOA.  If LSMSs are connected, verify LSMS received the SV modify broadcast. 







8. NPAC creates and performs the audit and sends notifications to SOA (audit create, discrepancy notification, audit results, audit delete).  If discrepancy was discovered, NPAC broadcasts a correction to the discrepant LSMS.  New SP verifies they received the notifications in their SOA.  If discrepant LSMS is available to testers, verify LSMS received broadcast to fix discrepancy (SV create most likely).



				







				[bookmark: TC2b][bookmark: P2b]P2b



				Port to original SP TN Range from SP 1 to SP 2 (PTO of TN Range ported in TC 2a; TN range must be in active status with empty Failed SP List).  Audit the TN after it is activated.  Old SP initiates the Port.



				1. Old SP submits Old SP Create (Release) for the TN Range from TC 2a, with X Due Date and Auth = Yes.




2. New SP submits News SP Create with PTO indicator set to True to concur with the port for the TN Range





3. Old SP submits Modify for the pending TN Range port to modify the Old SP Due Date to current date.








4. New SP submits Modify for the pending TN Range port to modify the New SP Due Date to current date.








5. New SP submits Activate for the ported TN Range on Due Date



























































6. New SP submits an Audit for the ported TN Range.




				1. NPAC creates an SV for each TN in the Range and sends object create notification to New and Old SP SOAs.  SPs verify they received notification in their SOA.  




2. NPAC updates the SV for each TN in the Range and sends SV AVC notification with New SP Due Date to Old/New SP SOAs.  SPs verify they received notification in their SOA.




3. NPAC updates the SV for each TN in the Range and sends SV AVC notification with Old SP Due Date to Old/New SP SOAs.  SPs verify they received notification in their SOA.




4. NPAC updates the SV for each TN in the Range and sends SV AVC notification with New SP Due Date to Old/New SP SOAs.  SPs verify they received notification in their SOA.




5. NPAC broadcasts a Delete of the currently active SV TN Range (SVs 1, the active SVs for the Range in 2a above) to LSMSs.  NPAC sends status AVC notification for SVs 1 to the Old SP (SP1) SOA only (Old or Active). NPAC also updates each PTO SV in the Range (SVs 2) and sends status AVC notification for SVs 2 to the Old/New SP SOAs (Old, Partially Failed, Failed).  New SP verifies it received notification for SVs 2 in its SOA.  Old SP verifies it received notification for SV1 Range and SV2 Range in its SOA.  If LSMSs are connected and available to testers, verify LSMS received the SV delete broadcast on SV1 TN Range.







6. NPAC creates and performs the audit and sends notifications to SOA (audit create, discrepancy notification, audit results, audit delete).  If discrepancy was discovered, NPAC broadcasts a correction to the discrepant LSMS.  New SP verifies they received the notifications in their SOA.  If discrepant LSMS is available to testers, verify LSMS received broadcast to fix discrepancy (SV delete on SV1 most likely).




				







				[bookmark: TC3a][bookmark: P3a]P3a	



				Create an IntraService port for a single TN, modify the pending Due Date, activate the TN, and then Audit.







Multiple subtest cases possible.



Start with native block/code







Start with previously Interported TN







Start with previously Intraported TN







Negative Test Alternative for LSMS that is disconnected during process but connected prior to audit







				See preconditions (re: Start with… & LSMS







1. New SP submits New SP Create for the TN with Initial Due Date











2. New SP submits Modify for the pending port to modify the New SP Due Date to current date.




3. New SP submits Activate for the ported TN on Due Date



















4. New SP submits Modify of the active port to modify the LRN (any required attribute) Note: optional attributes may result in alternative test case




5. If Old SP LSMS down during this TC and can be brought up, Reconnect partner SP LSMS











6. New SP submits an Audit for the ported TN.







				











1. New SP verifies that NPAC notifications for Create SV are received by their SOA and successful







2. SP verifies the SV with the modified Due Date based on the SV Attribute Value Change (AVC) notification sent from NPAC.







3. SP verifies SV create received by LSMS(s).  SP verifies SV Active received by SOA/LSMS. SP verifies receipt of SV Active in success, partial fail, or failed state. SV verifies SV Status AVC notification to New SP SOAs.







4. SP verifies the SV Modify to LSMSs.  SP verifies SV Active (success/pf/fail). SP verifies SV Status AVC notification to New SP SOA.











5. SP verifies recovery of missed connections to LSMS















6. If LSMS connected and available to testers, check to see if NPAC Activation Broadcast is received and successful after audit. (if LSMS recovered the broadcast in Step 5, then there should be no discrepancies for the LSMS in the audit).



				







				[bookmark: TC3b][bookmark: P3b]P3b



				Inter Port (of TN in 3a) – New SP Create (not PTO), Old SP Create, Activate, Disconnect, Audit



				1. New SP performs New SP Create Subscription Version (SV) with X Due Date











2. Old SP performs Old SP Create (Concur) SV with X Due Date



























3. New SP performs Activate SV on Due Date































4. New SP disconnects TN 











































5. New SP or Old SP performs an audit



				1. NPAC creates an SV and sends object create notification to New and Old SP SOAs.  SPs verify they received notification in their SOA and create is successful.  







2. NPAC updates the SV with the Old SP data and logs/sends SV Attribute Value Change (AVC) notification to Old/New SOAs. SPs verify that NPAC notifications for Old SP Create (Concur) SV are received by their respective SOAs and successful











3. NPAC updates SV to Active (all LSMSs successfully process the broadcast, Partially Failed (at least one LSMS did not process the broadcast), or Failed (all LSMSs did not process the broadcast). SPs verify that Activate SV notifications are received by their respective SOAs and successful











4. NPAC sets the status for the SV to sending and broadcasts SV Delete to LSMSs.  NPAC sends snapback notification to donor (code or block holder). NPAC updates SV to Old.  NPAC logs/sends SV Status AVC notification to New SP SOA. SP verifies that TN is disconnected. If LSMS connected and available to testers, check to see if NPAC Deletion Broadcast is received and successful







5. NPAC processes the audit and sends Audit object create notification to initiating SOA. NPAC queries LSMSs for the ported TN and performs the audit, logging/notifying the initiator SOA of any discrepancies found as well as the final results of the audit. 



				 







				[bookmark: P4]P4



				Create Intra-Service port for a range of TNs, modify the pending Due Date, activate, send Mass Update, Disconnect, and then Audit.



				1. New SP submits New SP Create for TN range with a future Due Date.







1. New SP submits Modify Pending to set New Due Date to current date.















1. New SP submits Activate for TN range on current Due Date.















1. New SP contacts NPAC support to perform a mass update on the ISVM DPC value of the TN range.











1. New SP submits disconnect SV for the TN range 























1. New SP submits Audit request.



				1. NPAC creates SV and sends notification.   New SP verifies notification is received, and SV created.







1. NPAC updates the SV for TN range and sends the SV Attribute Value Change notification to Old and New SP SOAs.  New SP verifies they received the notification in their SOA.







1. New SP verifies that Activate SV notifications are received by their SOA/LSMS.  SP verifies SV Status on AVC notification is successful.







1. NPAC updates the SV sends SV AVC notification for New SP ISVM DPC change to /New SP SOAs.  SPs verify they received the notification in their SOA.







1. If TN range is originally from a native block or code NPAC sends snapback notification. SP verifies SV is marked as ‘OLD’ in SOA. NPAC logs/sends SV Status AVC notification to New SP SOA,  SP verifies that TN range is disconnected







1. NPAC processes the audit and sends notifications to initiating SOA.  SP verifies any discrepancies found and logged, as well as the final audit results being successful



				







				[bookmark: TC5][bookmark: P5]P5



				Create an IntraService port for a single TN, modify the pending Due Date, activate the TN, Audit, then DISCONNECT







Multiple subtest cases possible.



Start with native block/code







Start with previously Interported TN







Start with previously Intraported TN







Negative Test Alternative for LSMS that is disconnected during process but connected prior to audit







				See preconditions (re: Start with… & LSMS







1. New SP submits New SP Create for the TN with Initial Due Date








2. New SP submits Modify for the pending port to modify the New SP Due Date to current date.








3. New SP submits Activate for the ported TN on Due Date























4. New SP submits Modify of the active port to modify the LRN (any required attribute) Note: optional attributes may result in alternative test case




5. If Old SP LSMS down during this TC and can be brought up, reconnect Old SP LSMS












6. New SP submits an Audit for the ported TN.























7. New SP submits Disconnect SV for the TN







				











1. New SP verifies that NPAC notifications for Create SV are received by their SOA and successful







2. SP verifies the SV with the modified Due Date based on the SV Attribute Value Change (AVC) notification sent from NPAC.











3. SP verifies SV create received by LSMS(s).  SP verifies SV Active received by SOA/LSMS. SP verifies receipt of SV Active in success, partial fail, or failed state. SV verifies SV Status AVC notification to New SP SOAs.







4. SP verifies the SV Modify to LSMSs.  SP verifies SV Active (success/pf/fail). SP verifies SV Status AVC notification to New SP SOA.











5. SP verifies recovery of missed connections to LSMS



















6. NPAC processes the audit and sends Audit object create notification to initiating SOA. NPAC queries LSMSs for the ported TN and performs the audit, logging/notifying the initiator SOA of any discrepancies found as well as the final results of the audit  







7. If TN is originally native block or code (incl. intraport), SP verifies SV is removed from LSMS and marked as ‘OLD’ in SOA. (SP also receives Snapback notification)  If precondition is interport, SP verifies SV is ‘snapback’ to origin SP i.e. removed from LSMS, New SP marks SV as ‘Old’, and Old SP receives Snapback notification. 







				







				[bookmark: TC6a][bookmark: P6a]P6a



				Create Intra-Service port for a range of TNs with future dated port, modify the pending Due Date, activate the TNs, send a Mass Update, and then Audit.



				6. New SP submits New SP Create for TN range with future Due Date.















7. New SP performs Modify Pending on TN range to set the Due Date to current date.











8. New SP submits Activate for the range of TNs on current Due Date.



















9. New SP contacts NPAC test engineer to perform a mass update on the ISVM DPC value of the TN range.











10. New SP submits Audit for TN range.



				6. NPAC creates SV for each TN in Range and sends SV notification to New SP.  SP verifies notification is received and SV is created.







7. NPAC updates the SV for each TN in Range and sends the SV AVC notification for  New SP Due Date change to Old/New SP SOAs.  New SP verifies they received the notification in their SOA. 



8. New SP verifiesy that Activate SV notifications are received by their SOA and  is successful .  If LSMS connected and available to testers, check to see if NPAC Activation Broadcast for TN Range is received and successful.







9. NPAC updates the SV sends SV AVC notification for New SP ISVM DPC change to /New SP SOAs.  SPs verify they received the notification in their SOA (and LSMSs if connected). 







10. NPAC creates and performs the audit and sends notifications to SOA.  SP verifies if there are any discrepancies and that the broadcast was received and successful.



				







				[bookmark: TC6b][bookmark: P6b]P6b



				Create Inter-Service port for a range of TNs (same range used in TC 6a) from SP1to SP2, Activate the range of TNs, send Disconnect once activate, then Audit.



				1. As the New SP, SP2 submits New SP Create for TN range from TC 6a.











2. As the Old SP, SP1 submits Old SP Create to concur with pending port.















3. New SP submits Activate for TN range on Due Date











4. New SP submits immediate Disconnect for the TN range.























5. New SP submits Audit for TN range





				1. NPAC creates SV for each TN in range and sends SV notification to New SP.  SP verifies notification is received and SV is created.







2. NPAC updates the SV and sends SV AVC (Attribute Value Change) notification to New/Old SP SOAs with Old SP Due Date.  SPs verify they received the notification in their SOA.







3. SPs verify that Activate SV notifications are received by their respective SOAs and are successful.







4. New SP verifies that Disconnect SV notification is received by their SOA and is successful. If Old SP is also donor, they will receive Snapback notification 









5. NPAC creates and performs the audit and sends notifications to SOA.  SP verifies if there are any discrepancies and that the broadcast was received and successful.




				







				[bookmark: TC7][bookmark: P7] P7



				Inter Port of TN (T1 expires): New SP Create, T1 expiration notification, Old SP create, activate, audit, disconnect







				1. New SP performs Create Subscription Version (SV) with X Date











2. T1 Timer Expires and notification generated















3. Old SP performs Create (Concur) SV




















4. New SP performs Activate SV on Due Date



























5. New SP performs an audit



























6. New SP disconnects TN 



				1. NPAC creates an SV and sends object create notification to New and Old SP SOAs.  SPs verify they received notification in their SOA and create is successful.  







2. Once the T1 Timer expires, the NPAC automatically sends a notification to the Old SP. The Old SP verifies that T1 timer expiration notifications are received by their SOA.



3. NPAC updates the SV with the Old SP data and logs/sends SV Attribute Value Change (AVC) notification to Old/New SOAs. SPs verify that NPAC notifications for Old SP Create (Concur) SV are received by their respective SOAs and successful







4. NPAC updates SV to Active. NPAC logs/sends SV Status AVC notification to Old and New SP SOAs. SPs verify that Activate SV notifications are received by their respective SOAs and successful. If LSMS connected and available to testers, check to see if NPAC Activation Broadcast is received and successful



5. NPAC processes the audit and sends Audit object create notification to initiating SOA. NPAC queries LSMSs for the ported TN and performs the audit, logging/notifying the initiator SOA of any discrepancies found as well as the final results of the audit. 







6. [bookmark: OLE_LINK16][bookmark: OLE_LINK17][bookmark: OLE_LINK18]NPAC sets the status for the SV to sending and broadcasts SV Delete to LSMSs.  Donor receives (code or block holder) receives snapback notification. NPAC updates SV to Old.  NPAC logs/sends SV Status AVC notification to New SP SOA. SP verifies that TN is disconnected.  



				







				[bookmark: P8]P8



				Port TN from SP 2 to SP 1: New SP Create, T1/T2 expiration notification, Activate, Audit, Disconnect



				1. New SP submits New SP Create for the TN with X Due Date.




2. T1 Timer expires









3. T2 Timer expires 









4. New SP submits Activate for the ported TN on Due Date












5. New SP submits an Audit for the ported TN.


































6. New SP submits immediate disconnect for the ported TN.












				1. NPAC creates an SV and sends object create notification to New and Old SP SOAs.




2. NPAC sends T1 timer expiration notification to Old SP SOA.  Old SP verifies they received notifications in their SOA.




3. NPAC sends T2 timer expiration notification to New and Old SP SOAs. Both SPs verify they received notifications in their SOA.
 



4. NPAC broadcasts SV create to LSMSs and then sends Status AVC notification to Old/New SP SOAs (Active, Partially Failed or Failed). SPs verify they received the notification in their SOA.  If LSMSs are connected and available to testers, verify LSMS received the SV create broadcast.




5. NPAC creates and performs the audit and sends notifications to SOA (audit create, discrepancy notification if discrepancy discovered, audit results, audit delete).  If discrepancy was discovered, NPAC broadcasts a correction to the discrepant LSMS.  New SP verifies they received the notifications in their SOA.  If discrepant LSMS is available to testers, verify LSMS received broadcast to fix discrepancy (SV create most likely).







6. NPAC sets the status for the SV to sending and broadcasts SV Delete to LSMSs.  NPAC sends snapback notification to donor (code or block holder). NPAC updates SV to Old.  NPAC logs/sends SV Status AVC notification to New SP SOA. SP verifies that TN is disconnected. If LSMS connected and available to testers, check to see if NPAC Deletion Broadcast is received and successful.




				















	42 	



				TEST CASE #



				



TEST DESCRIPTION



				



TEST STEPS



				



EXPECTED RESULTS



				



ACTUAL RESULTS







				[bookmark: TC9a][bookmark: P9a]
P9a



				Port  TN w/ conflict: New SP Create, Old SP Create w/conflict, New SP Modify, Old SP Remove from Conflict, Activate, Audit







				1. New SP submits New SP Create for the TN with Due Date 3 days out.















1. Old SP submits Old SP Create (aka Release) to concur with the port (Authorization = Conflict Cause Code 52)















1. New SP submits Modify to set Due Date to current Date.








1. Old SP submits Remove From Conflict for the pending port to remove the conflict

















1. New SP submits Activate for the ported TN on Due Date























1. New SP submits an Audit for the ported TN.























				1. NPAC creates SV and object create notification is sent the Old SP and New SP. Old/New SP verify successful NPAC NNSP create SV notifications are received in their SOA.







1. NPAC updates SV with Old SP data and sends SV AVC notification and SV Status AVC (Conflict) to Old SP and New SPs SOA. Old SP and New SP verify NPAC notifications for ONSP Create SV are received in their respective SOAs.







1. NPAC updates SV with New SP due date change and sends SV AVC notification with due date change to Old and New SPs’ SOA. Old and New SP verify NPAC AVC notification is received in their respective SOAs







1. NPAC updates SV to Pending and sends SV AVC notification and SV Status AVC notification (Pending) to Old/New SP SOAs.  Old and New SP verify AVC and Status AVC SV notifications are successfully received at their perspective SOAs.




1. NPAC broadcasts SV create to LSMSs and then sends Status AVC notification to Old/New SP SOAs (Active, Partially Failed or Failed). SPs verify they received the notification in their SOA.  . If LSMS is available to testers, verify if NPAC Activation Broadcast is received and successfully processed.







1. NPAC processes audit and sends notification to initiating SOA. NPAC queries LSMSs for ported TN and performs the audit and notifies initiating SOA of any discrepancies and audit results











				 











[bookmark: TC9b]



				[bookmark: P9b]TEST CASE #
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				P9b



				Port TN back (not PTO) w/conflict:  New SP Create, Old SP Create (conflict), Old SP Modify (authorize), Activate, Audit



				1. New SP submits New SP Create for the TN with X Due Date



















1. Old SP submits Old SP Create (aka Release) to concur with the port (Authorization = Conflict Cause Code 50)















2. OSP submits modify (or Remove From Conflict) request to remove conflict on pending port























3. New SP submits Activate for the ported TN on Due Date































4. New SP submits an Audit for the ported TN.



















5. 



				1. NPAC creates SV and object create notification is sent to the Old SP and New SP. Old/New SP verify successful NPAC NNSP create SV notifications are received in their SOA.







2. NPAC updates SV with Old SP data and sends SV AVC notification and SV Status AVC (Conflict) to Old SP and New SPs SOA. Old SP and New SP verify NPAC notifications for ONSP Create SV are received in their respective SOAs.







3. NPAC updates SV to Pending and sends SV AVC and Status AVC notifications to Old/New SP SOAs.  Old SP and New SP verify Activate SV notifications are successfully received at their perspective SOAs.







4. NPAC broadcasts SV create to LSMSs and then sends Status AVC notification to Old/New SP SOAs (Active, Partially Failed or Failed). SPs verify they received the notification in their SOA.  If LSMS is available to testers, verify if NPAC Activation Broadcast is received and successfully.







5. NPAC processes audit and sends notification to initiating SOA. NPAC queries LSMSs for ported TN and performs the audit and notifies initiating SOA of any discrepancies and audit results. 







6. 



				







				[bookmark: TC10a][bookmark: P10a][bookmark: P10]P10 



				Cancel Pending Port by NSP: Create pending port by new, cancel by new, create by old 







Note: NO CONCURRENCE by either New or Old SP







Note: NPAC Test support may be needed for T1/T2 Timer expiration 







Note: Prior to testing (and only for last step) NPAC Test support WILL be needed to adjust Pending SV Retention Value and this will impact all testing 



				1. New SP submits New SP Create for the TN with Future Due Date. Note: No concurrence from Old SP











2. New SP cancels the pending port.























3. Old SP submits Old SP Create for the TN with Future Due Date.















4. T1 Timer Expires for New SP











5. T2 Timer Expires















6. After the duration of the tunable has passed the status of the port is set to ‘cancelled’.



The SV will remain in a status of pending based on the Pending Subscription Retention tunable. Note: Default is 30 days. Recommend requesting 2 or 5 days. This step may be optional due to its impact on everyone testing.








				1. NPAC creates an SV and sends object create notification to New and Old SP SOAs.  SPs verify they received notifications in their SOA. 





2. NPAC updates the SV and sends SV Attribute Value Change (AVC) notification to Old/New SP SOAs with ‘Cancel Pending status. SPs verify they received the notification in their SOA.







3. NPAC creates an SV and sends object create notification to New and Old SP SOAs.  SPs verify they received notifications in their SOA. 




4. New Ps verifies they received T1 timer notifications in their SOA







5. Old & New SPs verify they received T2 timer notifications in their SOAs. 











6. NPAC updates the SV and sends SV Attribute Value Change (AVC) notification to Old & New SP SOAs with Cancelled status. SPs verify they received the notification in their SOA.







				 







				[bookmark: TC11a][bookmark: P11a]P11a



				Cancel Pending Port by OSP: Create pending port by old, cancel by old, create by new, activate 







Note: Audit is optional for last step.











Note: NPAC Test support may be needed for T1/T2 Timer expiration 



				1. Old SP submits Old SP Create for the TN with Future Due Date. 



Note: No concurrence from New SP











2. Old SP cancels the pending port.























3. New SP submits New SP Create for the TN with Future Due Date.















4. T1 Timer expires for Old SP asking for its concurrence.











5. Final (T2) concurrence window expires.  







6. New SP submits activate.



				1. NPAC creates an SV and sends object create notification to New and Old SP SOAs.  SPs verify they received notifications in their SOA. 




2. NPAC updates the SV and sends SV Attribute Value Change (AVC) notification to Old/New SP SOAs with ‘Cancelled’ status. SPs verify they received the notification in their SOA.







3. NPAC creates an SV and sends object create notification to New and Old SP SOAs.  SPs verify they received notifications in their SOA. 




4.  Old SP verifies they received T1 timer notification in their SOA











5. Both New and Old SPs verify they received T2 timer notifications in their SOAs. 







6. NPAC updates SV to Active. NPAC logs/sends SV Status AVC notification to Old and New SP SOAs. SPs verify that Activate SV notifications are received by their respective SOAs & LSMSs



				







				[bookmark: TC11b][bookmark: P11b]P11b



				New SP Create, T1/T2 expiration notification, Activate, Audit



				1. New SP submits New SP Create for the TN with X Due Date.





2. T1 Timer expires









3. T2 Timer expires 













4. New SP submits Activate for the ported TN on Due Date












5. New SP submits an Audit for the ported TN.












				1. NPAC creates an SV and sends object create notification to New and Old SP SOAs.




2. NPAC sends T1 timer expiration notification to Old SP SOA.  Old SP verifies they received notifications in their SOA.




3. NPAC sends T2 timer expiration notification to New SP and Old SP SOAs. Both SPs verify they received notifications in their SOA.
 



4. NPAC broadcasts SV create to LSMSs and then sends Status AVC notification to Old/New SP SOAs (Active, Partially Failed or Failed). SPs verify they received the notification in their SOA.  If LSMSs are connected and available to testers, verify LSMS received the SV create broadcast.




5. NPAC creates and performs the audit and sends notifications to SOA (audit create, discrepancy notification, audit results, audit delete).  If discrepancy was discovered, NPAC broadcasts a correction to the discrepant LSMS.  New SP verifies they received the notifications in their SOA.  If discrepant LSMS is available to testers, verify LSMS received broadcast to fix discrepancy (SV create most likely).




				







				[bookmark: TC12][bookmark: P12]P12



				Cancel Pending Port: New SP Create, Old SP Create, New SP Cancel, Old SP Cancel Ack.



				1. New SP submits New SP Create for the TN with X Due Date 















1. Old SP submits OLD SP create to concur with NSP.



















1. New SP submits a SV status change cancel for the TN.



















1. Old SP submits Cancel Acknowledge as OLD request for the TN in cancel pending status.







				1. NPAC creates SV and sends SV notification to New SP and Old SP SOA’s. New SP and Old SP verifies that SV (Create Notification) is created successfully.







2. NPAC updates the SV and sends the SV Attribute Value change (AVC) notification to Old and New SP SOAs with Old SP Due Date. New SP and Old SP verifies that SV is created successfully along with Old SP Due Date.







3. NPAC updates the SV and sends the SV Status Attribute Value change (AVC) notification to Old and New SP SOAs. New SP and Old SP verifies that SV is in Cancel Pending status.







4. NPAC updates the SV to cancelled status and sends the SV Attribute Value change (AVC) notification to Old and New SP SOAs. New SP and Old SP verifies that SV is successfully cancelled and cancel notification is received from NPAC. 



				 







				[bookmark: TC13][bookmark: P13] P13



				Cancel Ack Notification:  New SP Create, Old SP Create, New SP Cancel, Cancel T1 expires, Old SP Cancel Ack







				1. New SP submits New SP Create for the TN with X Due Date.















2. Old SP submits OLD SP create to concur with NSP.























3. New SP submits a SV status change cancel for the TN.



















4. T1 Cancel timer expires for the TN.















5. Old SP submits Cancel Acknowledge as OLD request for the TN in cancel pending status.







				1. NPAC creates SV and sends SV notification to New SP and Old SP SOA’s. New SP and Old SP verifies that SV (Create Notification) is created successfully.







2. NPAC updates the SV and sends the SV Attribute Value change (AVC) notification to Old and New SP SOAs with Old SP Due Date. New SP and Old SP verifies that SV is created successfully along with Old SP Due Date.







3. NPAC updates the SV and sends the SV Status Attribute Value change (AVC) notification to Old and New SP SOAs. New SP and Old SP verifies that SV is in Cancel Pending status.







4. NPAC sends the T1 cancel notification to Old SP and Old SP verifies that T1 timer expiration notification is received by their SOA.







5. NPAC updates the SV to cancelled status and sends the SV Attribute Value change (AVC) notification to Old and New SP SOAs. New SP and Old SP verifies that SV is successfully cancelled and cancel notification is received from NPAC.



				 







				[bookmark: P14][bookmark: TC14]P14



				Cancel Pending Port: New SP Create, Old SP Create, Old SP Cancel, New SP Cancel Ack.



				1. New SP submits New SP Create for the TN with X Due Date.















2. Old SP submits OLD SP create to concur with NSP.



















3. OLD SP submits a SV status change cancel for the TN.















4. New SP submits Cancel Acknowledge as NEW request for the TN in cancel pending status.







				1. NPAC creates SV and sends SV notification to New SP and Old SP SOA’s. New SP and Old SP verifies that SV (Create Notification) is created successfully.







2. NPAC updates the SV and sends the SV Attribute Value change (AVC) notification to Old and New SP SOAs with Old SP Due Date. New SP and Old SP verifies that SV is created successfully along with Old SP Due Date.







3. NPAC updates the SV and sends the SV Attribute Value change (AVC) notification to Old and New SP SOAs. New SP and Old SP verifies that SV is in Cancel Pending status.







4. NPAC updates the SV to cancelled status. New SP and Old SP verifies that SV is successfully cancelled and cancel notification is received from NPAC.



				 







				[bookmark: TC15][bookmark: P15]P15



				No New SP Cancel Concurrence – New SP Creates, Old SP Create, Old SP Cancel, Cancel T1 expires, Cancel T2 expires (conflict)



				1. New SP submits New SP Create 



















2. Old SP performs Old SP Create (Concur) SV



















3. Old SP submits a Cancel















4. T1 Cancel timer expires



















5. T2 Cancel timer expires. SV will be set to Conflict































				1. NPAC creates an SV and sends object create notification to New and Old SP SOAs.  SPs verify they received notification in their SOA and create is successful.  







2. NPAC updates the SV and sends SV Attribute Value Change (AVC) notification to Old/New SP SOAs with Old SP Due Date and Auth. SPs verify they received the notification in their SOA.







3. NPAC updates the SV to cancel-pending and sends AVC notification to Old/New SP SOAs. SPs verify cancel-pending status.







4. NPAC sends notification to the New SP and New SP verifies they received notification that the initial cancellation concurrence timer expiration.







5. NPAC sets SV status to conflict and sends status change notification to New/Old SP SOAs. SPs verify that TN status is Conflict.



				







				[bookmark: TC16][bookmark: P16]P16



				No Old Cancel Concurrence – New SP Create, Old SP Create, New SP Cancel, Cancel T1 expires, Cancel T2 expires (Canceled)



				1. New SP submits New SP Create 



















2. Old SP submits Old SP Create (Concur) SV



















3. New SP submits a Cancel



















4. T1 Cancel timer expires



















5. T2 Cancel timer expires. SV will be set to Cancelled.























				1. NPAC creates an SV and sends object create notification to New and Old SP SOAs.  SPs verify they received notification in their SOA and create is successful.  







2. NPAC updates the SV and sends SV Attribute Value Change (AVC) notification to Old/New SP SOAs with Old SP Due Date and Auth. SPs verify they received the notification in their SOA.







3. NPAC updates the SV to cancel-pending and sends Status AVC notification to Old/New SP SOAs. SPs verify they received the notification in their SOA.







4. NPAC sends notification to the Old SP and Old SP verifies they received notification that the initial cancellation concurrence timer expiration.







5. NPAC updates the SV to Canceled and sends notification to SPs.  SPs verify that TN status is Canceled







				







				[bookmark: TC17][bookmark: TC19a][bookmark: TC18][bookmark: P17]P17



				Create NPA-NXX via SOA and via LSMS



 



 



 







Delete NPA-NXX via SOA and via LSMS



				1. SP submits NPANXX Create Request.



















2. SP submits NPANXX Delete Request. (Please Verify that no SV’s are associated with the NPA-NXX before deleting the NPA-NXX from NPAC SOA.)



				1. NPAC creates NPANXX and NPANXX create to SPs SOAs and LSMSs accepting network data downloads. SP verifies that NPANXX Create Notification is received from NPAC.







2. NPAC deletes NPANXX and broadcasts NPANXX delete to SPs SOAs and LSMSs accepting network data downloads. SP verifies that NPANXX Delete Notification is received from NPAC.



				







				[bookmark: P18]P18



				Create LRN via SOA and via LSMS



 



 



 



 




Delete LRN via SOA and via LSMS



				1. SP submits LRN Create Request.























2. SP submits LRN Delete Request.  (Please Verify that no SV’s are associated with the LRN before deleting the LRN from NPAC SOA.  Also, please note that only if a ported TN exists in a canceled or old (with an empty failed SP list) status, then the LRN delete will be allowed.)



				1. NPAC creates LRN and broadcasts LRN create to SPs SOAs and LSMSs accepting network data downloads. SP verifies that LRN Create Notification is received from NPAC.  







2. NPAC deletes LRN and LRN delete to SPs SOAs and LSMSs accepting network data downloads. SP verifies that LRN Delete Notification is received from NPAC.
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				Port Activation w/ Medium Timers:  New SP Create with 'Yes' for Medium Timers, Old SP Create with 'Yes' for Medium Timers, Activate







Assumption for all Medium Timer TCs in 19: TCs assume your SOAs support Medium Timers; if not, SP will not be able to determine timer types being used. 



				1. New SP submits New SP Create with ‘Yes” for Medium Timers 
















1. Old SP performs Old SP Create (Concur) SV with ‘Yes’ for Medium Timers































1. New SP activates the TN



				1. NPAC creates an SV and sends object create notification to New and Old SP SOAs.  SPs verify they received notification in their SOA and create is successful. Note: Medium Timers are used.







1. NPAC updates the SV with the Old SP data and logs/sends SV Attribute Value Change (AVC) notification to Old/New SOAs. SPs verify that NPAC notifications for Old SP Create (Concur) SV are received by their respective SOAs and successful. Note: Medium timers continue to be used.







1. SPs verify that Activate SV notifications are received by their respective SOAs and are successful.
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				Port Activation w/ Medium Timers:  New SP Create with 'No' for Medium Timers, Old SP Create with 'No' for Medium Timers, Activate



				1. New SP submits New SP Create with ‘No’ for Medium Timers















2. Old SP performs Old SP Create with ‘No’ for Medium Timers







		
















3. New SP activates the TN



				1. NPAC creates an SV and sends object create notification to New and Old SP SOAs.  SPs verify they received notification in their SOA and create is successful.  Note: Default Timers are used.



1. NPAC updates the SV with the Old SP data and logs/sends SV Attribute Value Change (AVC) notification to Old/New SOAs. SPs verify that NPAC notifications for Old SP Create (Concur) SV are received by their respective SOAs and successful. Note: Default timers continue to be used.







1. SPs verify that Activate SV notifications are received by their respective SOAs and are successful.
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				Port Activation w/ Medium Timers:  New SP Create with 'Yes' for Medium Timers, Old SP Create with 'No' for Medium Timers, Activate



				1. New SP submits New SP Create with ‘Yes’ for Medium Timers
















2. Old SP performs Old SP Create with ‘No’ for Medium Timers




























3. New SP activates the TN



				1. NPAC creates an SV and sends object create notification to New and Old SP SOAs.  SPs verify they received notification in their SOA and create is successful.  Note: Medium timers are used.







1. Initial and Final Concurrence timers are deleted and reset. NPAC updates the SV with the Old SP data and logs/sends SV Attribute Value Change (AVC) notification to Old/New SOAs. SPs verify that NPAC notifications for Old SP Create (Concur) SV are received by their respective SOAs and successful.  Note: timers are reset to Default Timers.



1. SPs verify that Activate SV notifications are received by their respective SOAs and are successful.
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				Port Activation w/Medium Timers:  New SP Create with 'No' for Medium Timers, Old SP Create with 'Yes' for Medium Timers, Activate



				1. New SP submits New SP Create with ‘No’ for Medium Timers
















2. Old SP performs Old SP Create with ‘Yes’ for Medium Timers



































3. New SP activates the TN



				1. NPAC creates an SV and sends object create notification to New and Old SP SOAs.  SPs verify they received notification in their SOA and create is successful.  Note: Default Timers are used.







1. Initial and Final Concurrence timers are deleted and reset. NPAC updates the SV with the Old SP data and logs/sends SV Attribute Value Change (AVC) notification to Old/New SOAs. SPs verify that NPAC notifications for Old SP Create (Concur) SV are received by their respective SOAs and successful.  Note: timers are reset to Medium Timers.







1. SPs verify that Activate SV notifications are received by their respective SOAs and are successful.
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				Undo Cancel Pending & Modify:  New SP Create one day in advance, Old SP Create one day in advance, New SP Cancel, New SP Undo Cancel & Modify, New SP Modify DDT



				1. New SP submits New SP Create one day prior to confirmed due date.















1. Old SP performs Old SP Create one day prior to due date.



























1. New SP submits a Cancel



























1. New SP performs an “Undo Cancel” 



















1. New SP modifies the due date



				1. NPAC creates an SV and sends object create notification to New and Old SP SOAs.  SPs verify they received notification in their SOA and create is successful. 







1. NPAC updates the SV with the Old SP data and logs/sends SV Attribute Value Change (AVC) notification to Old/New SOAs. SPs verify that NPAC notifications for Old SP Create (Concur) SV are received by their respective SOAs and successful. 







1. NPAC updates the SV and sends SV Status Attribute Value Change (AVC) notification to Old/New SP SOAs with ‘Cancel-Pending’ status. SPs verify they received the notification in their SOA.







1. NPAC updates the SV and sends SV Status AVC to Old/New SP SOAs with ‘Pending’ status. SPs verify they received the notification in their SOA. 







1. NPAC updates the SV and sends SV AVC notification for New SP Due Date change to Old/New SP SOAs.  SPs verify they received the notification in their SOA.
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				Modify Active on LRN:  New SP Create With Incorrect LRN, Old SP Create, Activate, New SP Modify Active to Correct LRN



				1. New SP performs Create Subscription Version with X FOC Date











2. Old SP performs Create (Concur) SV























3. New SP performs Activate SV on Due Date























4. New SP submits Modify Active SV to modify the LRN 















				1. NPAC creates an SV and sends object create notification to New and Old SP SOAs.  SPs verify they received notification in their SOA and create is successful.  







2. NPAC updates the SV with the Old SP data and sends SV Attribute Value Change (AVC) notification to Old/New SOAs. SPs verify that NPAC notifications for Old SP Create (Concur) SV are received by their respective SOAs, and successful







3. NPAC updates SV to Active. NPAC sends Status Attribute Value Change Notification <Status Change> to Old and New SP SOAs. SPs verify that Activate SV notifications are received by their respective SOAs and successful.







4. NPAC updates the SV and sends Status Attribute Value Change Notification <Status Change> to originating SOA (New SP).  New SP verifies the update was successful in their SOA
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				Port TN w/ Auto Activate Timers:  New SP Create with DDT in Attempt Auto-Activate Time field, Old SP Create, Activate on auto activate DDT (for SOAs that support Auto Activation).







				1. New SP submits New SP Create for the TN with X Due Date.












2. Old SP submits OLD SP create to concur with NSP.























3. New SP submits Modify for the pending port to modify the Old SP Due Date to current date once release notification is received.







4.    New SP submits Activate for the ported TN on Due Date.





				1. NPAC creates SV and sends SV notification to New SP and Old SP SOA’s. New SP and Old SP verifies that SV (Create Notification) is created successfully.







2. NPAC updates the SV and sends the SV Attribute Value change (AVC) notification to Old and New SP SOAs with Old SP Due Date. New SP and Old SP verifies that SV is created successfully along with Old SP Due Date.







3. NPAC updates the SV and sends SV AVC notification with New SP Due Date to Old/New SP SOAs.  SPs verify they received notification in their SOA.











4. NPAC updates the SV to Active status. New SP and Old SP verifies that SV is successfully activated and Activate notification is received from NPAC. If LSMS are connected and available to testers, Verify LSMS received the SV Activate broadcast.
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				Future Disconnect Port:  New SP Create, Old SP Create, Activate, Set disconnect date 1 hour ahead, Disconnect



				1. New SP submits New SP Create for the TN with X Due Date.









2. Old SP submits Old SP Create (aka Release) to concur with the port (Authorization = True)






3. New SP submits Activate for the ported TN on Due Date












4. New SP submits Disconnect specifying a Customer Disconnect Date of today and Effective Release Date of 1 hour in the future from the current date/time.











5. Wait for 1 hour



				1. NPAC creates an SV and sends object create notification to New and Old SP SOAs.  SPs verify they received notifications in their SOA. 




2. NPAC updates the SV and sends SV Attribute Value Change (AVC) notification to Old/New SP SOAs with Old SP Due Date and Auth. SPs verify they received the notification in their SOA.




3. NPAC broadcasts SV create to LSMSs and then sends Status AVC notification to Old/New SP SOAs (Active, Partially Failed or Failed). SPs verify they received the notification in their SOA.  If LSMSs are connected and available to testers, verify LSMS received the SV create broadcast.




4. NPAC updates the SV setting its status to Disconnect-Pending and sends Status AVC notification to the New/Current SP SOA.  New/Current SP verifies it received the notification in their SOA.








5. On the Effective Release Date, NPAC broadcasts the SV delete to LSMSs and then sends Status AVC notification to New/Current SP SOA (Active if all LSMSs fail, otherwise Old).  New/Current SP verifies it received the notification in their SOA.  If LSMSs are connected and available to testers, verify LSMS received the SV create broadcast.  NOTE: Old SP SOA does not receive notification once SV goes to Active and may still show SV as Active.
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				Future Disconnect Port:  New SP Create, Old SP Create, Activate, Set disconnect date 1 day ahead, Disconnect



				1. New SP submits New SP Create for the TN with Due Date.









2. Old SP submits Old SP Create (aka Release) to concur with the port (Authorization = True)






3. New SP submits Activate for the ported TN on Due Date









4. New SP submits Disconnect specifying a Customer Disconnect Date of today and Effective Release Date of 1 day in the future from the current date/time.








5. Wait for at least one full day



				1. NPAC creates an SV and sends object create notification to New and Old SP SOAs.  SPs verify they received notifications in their SOA. 




2. NPAC updates the SV and sends SV Attribute Value Change (AVC) notification to Old/New SP SOAs with Old SP Due Date and Auth. SPs verify they received the notification in their SOA.




3. NPAC broadcasts SV create to LSMSs and then sends Status AVC notification to Old/New SP SOAs (Active, Partially Failed or Failed). SPs verify they received the notification in their SOA.  If LSMSs are connected and available to testers, verify LSMS received the SV create broadcast.




4. NPAC updates the SV setting its status to Disconnect-Pending and sends Status AVC notification to the New/Current SP SOA.  New/Current SP verifies it received the notification in their SOA.








5. On the Effective Release Date, NPAC broadcasts the SV delete to LSMSs and then sends Status AVC notification to New/Current SP SOA (Active if all LSMSs fail, otherwise Old).  New/Current SP verifies it received the notification in their SOA.  If LSMSs are connected and available to testers, verify LSMS received the SV create broadcast.  NOTE: Old SP SOA does not receive notification once SV goes to Active and may still show SV as Active.
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				Port TN Before T1 Expires:  New SP Create, T1 hasn't expired, Activate, Receive Error



				1. New SP submits New SP Create for the TN with X Due Date.








2. Prior to T1 Timer expires





3. New SP submits Activate for the ported TN  



				1. NPAC creates an SV and sends object create notification to New and Old SP SOAs. 








2. NPAC continues T1 timer 

 



3. NPAC returns failure response for activation request. SPs verify they received the error response. 
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				Port TN Before DDT:  New SP Create 1 day in advance, Old SP Create 1 day in advance, Activate, Receive Error







				1. New SP submits New SP Create for the TN with X Due Date.











2.  Old SP submits Old SP Create (aka Release) response to concur with the port















3. New SP submits Activate for the ported TN 1 day prior to X Due Date. NPAC sends back error



















4. New SP submits Activate for the ported TN on Due Date 



























5. New SP submits an Audit for the ported TN.



























6. New SP disconnects TN



				1. NPAC creates an SV and sends object create notification to New and Old SP SOAs.  SPs verify they received notifications in their SOA.




2. NPAC updates SV with NSP data and sends SV AVC notification to Old SP and New SPs SOA. Old SP and New SP verify NPAC notifications for ONSP Create SV are received in their respective SOAs.







3. NPAC sends error notification to New SP as the record cannot be activated on this date.  If New SP SOA provides this validation, SOA provides error message and request is not sent to NPAC.











4. NPAC updates SV to Active status.  NPAC updates and sends SV status AVC notification to New SP and Old SP SOAs.  Old/New SPs verify Activate SV notifications are successfully received by their respective SOAs. If LSMS is available to testers, verify if NPAC Activation Broadcast is received and successfully







5. NPAC processes audit and sends notification to initiating SOA. NPAC queries LSMSs for ported TN and performs the audit and notifies initiating SOA of any discrepancies and audit results..











6. NPAC sets SV status to disconnect pending (if Effective Release Date supplied) and broadcasts SV Delete to LSMSs.  NPAC updates SV to Old.  NPAC sends SV Status AVC notification to New SP SOA. SP verifies that TN is disconnected.
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Overview



				Release				Test Case				New SP /New Vendor				Existing SP / New Vendor				New SP /Exp Vendor				Regression / Existing SP / Exp Vendor				SOA				LSMS				Notes				Comments from ITC Mtg 061517
Going Forward Recommendation



				1.0				3.1 Round Robin Testing																												Strongly Recommend Group Round Robin and Partner Testing (see more details in Group Testing Worksheet)



				1.0				3. SP2SP Testing  				X				X				X				X				X				X				Group / Round Robin Testing				Keep



				1.0				4. Partner Testing – SP1 with SP2				X				X				X				X				X				X				Group / Partner Testing				Keep



				1.0				5. Partner Testing – SP3 with SP4				X				X				X				X				X				X				Group / Partner Testing				Keep



				1.0				7. Disaster Recovery



				1.0				7.1 Scheduled Site Switchover				X				X				X								X				X				Handled via Disaster Recovery ATP				Conditionally Keep



				1.0				7.2  Unscheduled Site Switchover				X				X				X								X				X				Handled via Disaster Recovery ATP				Conditionally Keep



				3.2				SPID Migration - NANC 323-1 NPAC OP GUI – NPAC Personnel submit a request for a Partial SPID migration via Mass Update, where NPA-NXX, LRN, Subscription Version, NPA-NXX-X and Block Information exist for the migrating away from SPID.  Verification steps are performed to ensure the Service Provider system is now in synch with the NPAC SMS. – Success				X				X				X								X				X				Release B implementation - iconectiv can generate SMURF files if needed by SPs (file format does not change)				Keep



				3.3				Timer Calculation - Mtce. Window - NANC 385-1  SOA – NPAC personnel use the Timer-Update-Tool to update timer expiration by 10 minutes, SP systems under test handle the impacted timers for their adjusted expiration time – Success  Prerequisites should include activities that create short and long initial and final concurrence timers, and short and long initial and final cancellation concurrence timers that are scheduled to expire on the same day as test after the maintenance window enactment in this test case.				X				X												X								Functional Testing by iconectiv; not sure of the added value for SP testing				Need to determine if this should continue to be included in the Group Testing



				3.4				Verison ID Rollover - NANC 147-1 SOA/LSMS – Service Providers under test submit a variety of requests (see test steps) to the NPAC for data that contains Record ID values assigned by the NPAC SMS and that result in a rollover of the inventory ID for those records.  Service Provider systems accept the replies with the rollover ID values.  Requests will include audits, subscription version create, LRN, NPA-NXX, NPA-NXX-X, and Number Pool Block create requests.				X																X				X				Recommend moving this into Vendor Testing - wouldn't it be too late if issues detected in Group / Round Robin testing?				Take this back to APT for consideration of adding to vendor test certification.
Conditionally Keep.  Rollover may not occur for over 60 years.



				3.4				NPA/NPA-NXX Filters - NANC 396-1 SOA/LSMS – Service Provider Personnel (using their SOA) create an NPA-NXX for which Neustar NPAC Personnel have already established an NPA-NXX filter.  LSMSs do not receive the NPA-NXX create download - Success
In this test case, Neustar NPAC Personnel can create the NPA-NXX filter for some/not all Service Providers participating in the Group test.  Then, one Service Provider participating in the test (and for whom a respective NPA-NXX filter was established) will create the NPA-NXX.  The NPAC SMS will process the request, creating the NPA-NXX on the NPAC SMS and only broadcasting to those Service Providers for whom a filter does not exist.				X																X				X				This is used during facilitation of regular testing (Testing SPIDs are filtered out from other Testing SPIDs).  Not sure any added value for testing in group testing.



				3.4				NPA/NPA-NXX filters - NANC 396-2 LSMS – Service Provider Personnel (using their SOA) or NPAC Personnel activate a single SV where an NPA Filter exists for the TN specified in the activation request.  LSMS does not receive download. – Success

NPAC Personnel will establish the NPA filter during prerequisites for some/not all Service Providers participating in the test.  The NPAC SMS will process the SV activate request broadcasting based on the filters.  (based on regression TC 2.8)				X																X				X				This is used during facilitation of regular testing (Testing SPIDs are filtered out from other Testing SPIDs).  Not sure any added value for testing in group testing.				Take this back to APT for consideration of adding to vendor test certification.
Remove



				3.4				NPA/NPA-NXX filters - NANC 396-3 LSMS – Service Provider Personnel (using their SOA) or NPAC Personnel activate a single SV where an NPA Filter and NPA-NXX filter exists for the TN specified in the activation request.  LSMS does not receive download – Success

NPAC Personnel will establish the NPA filter during prerequisites for some/not all Service Providers participating in the test.  

Some but not all SPs (who support the functionality) will establish an NPA-NXX filter (NPAC will create it on behalf of SPs who cannot create filters over the interface).

The NPAC SMS will process the SV activate request broadcasting based on the filters. (based on regression TC 2.8)				X																X				X				This is used during facilitation of regular testing (Testing SPIDs are filtered out from other Testing SPIDs).  Not sure any added value for testing in group testing.				Need to determine if this should continue to be included in the Group Testing  Remove
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Publication History







				NANC FRS/IIS Version



				Test Plan Release Date



				Description







				R3.2.0a



				2/18/03



				This is the first version of a new ‘living’ Group Turn Up Test Plan.  This document contains a matrix of all Turn Up test cases that have been defined per NPAC software release for execution in a ‘multiple Service Provider’ or ‘group’ environment.  All test cases identified in the matrix herein are also included in this document.  Moving forward all test cases defined for a functional release that are to be executed in a group environment will be added to this document.







				R3.2.2a



				1/19/04



				Updated Matrix to include “Group” test cases identified to validate R3.2 functionality, and added respective test cases.







				R3.2.2b



				2/12/04



				Deleted procedures for NANC 323-1 test case due to delay in testing.  These test case procedures will be updated to more appropriately support the unique testing approach required to efficiently test this functionality and will be published in coordination with the actual testing cycle.







				R3.3.0a



				9/30/05



				Updated Matrix to remove functional test cases from previous releases and included functional test cases for NPAC Release 3.3.  Added Test Cases as required corresponding with the updated Matrix.  Incorporated NANC 323 procedures for regression testing.  Added NPA Split regression test cases.







				R3.3.0b



				12/9/05



				Incorporated comments received since R3.3.0a publication.  Removed performance and volume test cases.







				R3.3.1a



				5/31/06



				Incorporated comments received after R3.3 certification testing.  Round Robin has been re-worded to more appropriately reflect the test environment.  NPA Split functionality has been removed from Group and will be tested only during Individual certification.  Disaster Recovery/Site Switchover testing was placed back in the Group phase.







				R3.3.4a



				4/26/2010



				Updates related to RSMS3.3.4 including NANC 440, NANC 441 and NANC 416.  Subscription Version Create and Modify Pending test cases, resynchronization and/or BDD test cases that include Subscription Version create/modify-pending-like scenarios are updated to reflect Medium Timer Indicator requirements, Medium porting interval behavior and new attribute values within BDD files.  Object Creation and Attribute Value Change notification details are updated respectively.



Documentation only change orders: 



NANC 429 – URI Fields (Voice), NANC 430 – URI Fields (MMS), NANC 435 – URI Fields (SMS), NANC 436 – Optional Data – alternative End User Location and alternative Billing ID and NANC 438 Last Alternative SPID.







				R3.3.4b



				5/3/2010



				Minor typographical corrections.







				R3.4.0a



				1/14/11



				Updates related to RSMS3.4 including:  



NANC 147 – Version ID Rollover Strategy



NANC 355 – Modification of NPA-NXX Effective Date



NANC 396 – NPAC Filter Management – NPA-NXX Filters (GROUP)



NANC 408 SPID Migration Automation Change



NANC 414 – Validation of Code Ownership in the NPAC



NANC 426 – Provide Modify Request Data to the SOA from Mass Updates



Documentation only Change Orders:



NANC 413: Doc Only Change Order: GDMO



NANC 420: Doc-Only Change Order: FRS Updates



NANC 421: ASN.1 and GDMO Updates for Prepaid Wireless SV Type



NANC 422: Doc-Only Change Order: IIS Updates











				R3.4.0b



				2/11/2011



				Updates based on review of document version R3.4.0a.



NANC 147 moved from individual phase to group phase due to system requirements necessary to support this testing.
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The purpose of this document is to identify the Turn Up Test Cases to be executed by different Service Providers and/or Vendors during the group phase of Turn Up testing.  Chapter 3 contains a Group Test Case Matrix, which contains all test cases written with the purpose of execution in the group environment.  The matrix also indicates the recommended Test Cases for regression testing against the NPAC software in a group environment.







Actual Entrance and Exit criteria for test execution/completion are an agreement between individual Service Providers and Neustariconectiv, Inc.  Regression Testing is required for each new release of Vendor (SOA and/or LSMS) software as well as each new release of NPAC SMS software.
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In addition to the Test Cases listed in this Individual Service Provider Test Case Matrix in the NPAC SMS/Individual Service Provider Certification and Regression Test Plan, Service Providers are required can optionally to participate in group testing.  Group testing consists of two parts and requires the participation of multiple service providers in the test environment.  







The first phase of group testing is called “Round Robin” testing.  Instructions for the “Round Robin” testing are contained in this section. 







The second phase of group testing consists of testing certain NPAC Turn Up Test Cases in the multiple service provider environment, based on the purpose of the testing.  For example, if the purpose of testing is to re-certify an “Experienced Service Provider with Experienced Vendor” (refer to relationship definitions in section 2 of the NPAC SMS/Individual Service Provider Certification and Regression Test Plan) then Group Testing would consist of the round robin phase as well as test cases identified for group testing for the current release of NPAC software for which they are seeking certification.  If the purpose of testing is to certify a “New Service Provider with New Vendor”, then Group Testing may consist of the round robin phase as well as a suite of test cases selected by the lead NPAC test engineer that should be executed in a group environment in order to certify to the NPAC software.  
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Round Robin testing involves porting a TN from SP1, among the other service providers and back to SP1.  It is considered to be one test case with multiple steps and needs to be executed by the service providers and NPAC Personnel as a team.







Note:  Three Rround robin test cases can should be performed repeated to account for – success, partial failure, and failure. broadcast conditions. 



Note:  Subscription Version create requests should include all attributes supported by the Service Provider’s in the Group including Optional Data attributes and Medium Timer Indicators (for example).
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As the new service provider, SP2 (SPID2) creates a pending port (newSP-Create) for TN TN1. SP1 (SPID1) concurs with the pending port. Next, SP2 activates the pending port and the NPAC SMS broadcasts an M-Create of the subscriptionVersion object to all LSMSs. 







Note: Since this is a 1st time ported TN, a new NPA-NXX notification (NPA-NXX for TN1) should be sent to all SOA and LSMSs when the pending port is created. 







NPAC Personnel issues an audit of TN TN1 to all service providers and verifies the results of the audit (TN and GTT data) via the audit report. Also, the service providers verify the port by issuing queries to the NPAC SMS for the active TN. 
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As the new service provider, SP3 (SPID3) creates a pending port (newSP-Create) for TN TN1. SP2 concurs with the pending port. Next, SP3 activates the pending port and the NPAC SMS broadcasts an M-Create of the subscriptionVersion object to all LSMSs.  







NPAC Personnel issues an audit of TN TN1 to all service providers and verifies the results of the audit (TN and GTT data) via the audit report. Also, the service providers verify the port by issuing queries to the NPAC SMS for the active TN. 
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 As the new service provider, SP4 (SPID4) creates a pending port (newSP-Create) for TN TN1. SP3 concurs with the pending port. Next, SP4 activates the pending port and the NPAC SMS broadcasts an M-Create to the subscriptionVersion object to all LSMSs.  







NPAC Personnel issues an audit of TN TN1 to all service providers and verifies the results of the audit (TN and GTT data) via the audit report. Also, the service providers verify the port by issuing queries to the NPAC SMS for the active TN.
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As the new service provider and original owner of the TN, SP1 creates a pending port (newSP-Create) with the "port to original" flag equal to TRUE for TN TN1.  SP4 (SPID1) concurs with the pending port.  Next, SP1 activates the pending port and the NPAC SMS broadcasts an M-Delete for the Subscription Version object to all LSMSs. 







NPAC Personnel issues an audit of TN TN1 to all service providers and verifies the results of the audit (TN and GTT data) via the audit report.  Also, the service providers verify the port by issuing queries to the NPAC SMS for the TN and getting a result equivalent to “No Record Found”.
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2.   Related Documents:







Additional information can be found in the following documents:







North American Numbering Council (NANC), Functional Requirements Specification, Number Portability Administration Center (NPAC) Service Management System (SMS), Version 3.4.0d.




NPAC SMS Interoperable Specifications, NANC Version 3.4.0b.



NPAC SMS Individual Service Provider Certification and Regression Test Plan, Version 3.4a







With release 3.1a, the NPAC SMS Individual Service Provider Certification and Regression Test Plan was broken into ‘parts’ since the document size was getting too large for the application to function efficiently.  The following chapters are published with that document under the following file names:







				CHAPTER NAME



				FILE NAME







				Chapter 8 Individual Turn Up Test Scenarios Related to NPAC Release 1.



				Cert & Regression Test Plan Chapter 8 thru 3.4







				Chapter 9 Individual Turn Up Test Scenarios Related to NPAC Release 2.



				Cert & Regression Test Plan Chapter 9 thru 3.4







				Chapter 10 Individual Turn Up Test Scenarios Related to NPAC Release 3.0.X



				Cert & Regression Test Plan Chapter 10 thru 3.4







				Chapter 11 Individual Turn Up Test Scenarios Related to NPAC Release 3.1.X



				Cert & Regression Test Plan Chapter 11 thru 3.4







				Chapter 12 Individual Turn Up Test Scenarios Related to NPAC Release 3.2.X



				Cert & Regression Test Plan Chapter 12 thru 3.4







				Chapter 13 Individual Turn Up Test Scenarios Related to NPAC Release 3.3.X



				Cert & Regression Test Plan Chapter 13 thru 3.4







				Chapter 14 Individual Turn Up Test Scenarios Related to NPAC Release 3.3.4.X



				Individual SP Cert & Regression Test Plan Chapter 14 thru 3.4







				Chapter 15 Individual Turn Up Test Scenarios related to NPAC Release 3.4.X



				Cert & Regression Test Plan Chapter 15 thru 3.4
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3.   Group Turn Up Test Case Matrix:



This section contains a matrix of all test cases written and defined for Service Provider Turn Up testing in a multiple service provider environment up to and including Release 3.2.  



				



				New Entrant Test Cases



				Re-gression



				SOA



				LSMS







				Test Case Objective



				New SP w/ New Vendor



				Exp SP w/ New Vendor



				New SP w/ Exp Vendor



				Exp SP w/ Exp Vendor



				



				







				Release 1.0 Test Cases







				3.1 Round Robin Testing







				3. SP2SP Testing



				X



				X



				X



				X



				X



				X







				4. Partner Testing – SP1 with SP2



				X



				X



				X



				X



				X



				X







				5. Partner Testing – SP3 with SP4



				X



				X



				X



				X



				X



				X







				6. Performance Testing 







				6.1 Single TN Volume Testing



				Test case procedures incorporated into test case 1.1 from Release 2.0.







				6.2 TN Range Volume Testing



				Test case procedures incorporated into test case 1.3 from Release 2.0.







				6.3 Stability Testing



				 Removed from Certification Test Plan.







				6.4 Stress Testing



				 Removed from Certification Test Plan.







				7. Disaster Recovery







				7.1 Scheduled Site Switchover



				X



				X



				X



				



				X



				X







				7.2  Unscheduled Site Switchover



				X



				X



				X



				



				X



				X







				7.3 Scheduled Downtime



				Test Case no longer required.







				8. NPA Splits







				8.5.1 Permissive Dialing Period is Successfully Started - NPAC Personnel User – Success



				Test Case procedures to be executed in Individual Certification.







				8.5.5 Perform Port-to-Original during the Permissive Dialing Period of the NPA Split.– Success



				Test CASs procedures to be executed in Individual Certification.











				Release 2.0 Test Cases
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				1.1 Single TN Volume Testing with non-pooled TNs  (TNs that are not part of a 1K Block)



				Removed from Certification Test Plan.







				1.2 Single TN Volume Testing with pooled TNs



				 Removed from Certification Test Plan.







				1.3 TN Range Volume Testing with non-pooled TNs  (TNs that are not part of a 1K Block)



				 Removed from Certification Test Plan.







				1.4 TN Range Volume Testing with pooled TNs



				 Removed from Certification Test Plan.







				Release 2.0 Functional Group Test Cases







				ILL 79 – Group 1 SOA – Service Providers, using their SOA systems, where their SOA Network Data Download Association Function is set to ‘ON’, issue a Network Data and Notification Recovery Request by specifying a Time Range – Success



				Removed from Group phase.  Test case procedures incorporated into test case 187-4 from Release 3.2 Individual Certification.







				ILL 79 – Group 2 LSMS – Service Providers, using their LSMS systems, where LSMS Network and Subscription Data Download Association Function is set to ‘ON’, issue a Network Data and Notification Recovery Request by specifying a Time Range – Success



				Removed from Group phase.  Test case procedures incorporated into test case 187-1 from Release 3.2 Individual Certification.







				NANC 48 – Group 1 SOA – ‘Associated’ SPID ‘B’ creates an LRN (at least 4 Service Provider’s are configured to operate in this region, 1 ‘Primary’ SPID (‘A’), 2 ‘Associated’ SPIDs (‘B’ and ‘C’) and one other SPID ‘D’ – neither Primary or Associated) SPID ‘B’, and SPID ‘D’ are configured with their SOA Network Data Download Association Function and LSMS Network and Subscription Data Download Association Function set to ‘ON’, SPID ‘A’ and SPID ‘C’ is configured with their SOA Network Data Download Association Function set to ‘OFF’ and their LSMS Network and Subscription Data Download Association Function is set to ‘ON’ - Success



				Removed from Group phase.  Maps to test case NANC 48-2 in Rel 2.0 Individual Certification.







				NANC 48 – Group 2 NPAC OP GUI – NPAC Personnel create a Service Provider Profile for a New Service Provider in a region where ‘Primary’ and ‘Associated’ Service Providers exist. (At least 4 Service Provider’s are configured to operate in this region, 1 ‘Primary’ SPID (‘A’), 2 ‘Associated’ SPIDs (‘B’ and ‘C’) and one other SPID ‘D’ (neither Primary or Associated).  SPID ‘B’, and SPID ‘D’ are configured with their SOA Network Data Download Association Function set to ‘ON’ and their LSMS Network and Subscription Data Download Association Function set to ‘ON’.  SPID ‘A’ and SPID ‘C’ are configured with their SOA Network Data Download Association Function set to ‘OFF’.  SPID ‘A’s’ LSMS Network and Subscription Data Download Association Function is set to ‘OFF’.  SPID ‘C’s’ LSMS Network and Subscription Data Download Association Function is set to ‘ON’ – Success



				Removed from Group phase.  Maps to test case NANC 48-3 in Rel 2.0 Individual Certification.







				NANC 48 – Group 3 NPAC OP GUI – NPAC Personal verify that a Service Provider that is functioning properly as neither a Primary nor Associated SPID can function properly as an Associated SPID, be dis-associated from its Primary SPID and again function properly as neither a Primary nor Associated SPID



				Removed from Group phase.  Maps to test case NANC 48-4 in Rel 2.0 Individual Certification.







				Release 3.0 Test Cases







				3. NPA-NXX-X Information







				3.1 Create NPA-NXX-X Information







				3.1.1 NPAC OP GUI - NPAC Personnel create NPA-NXX-X Information, where the Block Holder SPID is the same as the Code Holder SPID and must be neither a primary or secondary SPID and the NPAC SMS schedules the Number Pool Block create, and the NPAC SMS activates upon scheduled date and time. The following Service Provider configurations are in place:



1 with EDR LSMS and the LSMS NPA-NXX-X Indicator set to TRUE and SOA NPA-NXX-X Indicator set to FALSE with a filter set to receive the download.



1 with EDR LSMS and the LSMS NPA-NXX-X Indicator set to FALSE and SOA NPA-NXX-X Indicator set to TRUE with a filter set to receive the download.



1 with non-EDR LSMS and the LSMS NPA-NXX-X Indicator set to TRUE and SOA NPA-NXX-X Indicator set to FALSE with a filter set to NOT receive the download.



1 with non-EDR LSMS and the LSMS NPA-NXX-X Indicator set to FALSE and SOA NPA-NXX-X Indicator set to TRUE with a filter set to NOT receive the download).



 - Success



				Removed from Group phase.  Maps to test case 3.1.1 in Rel 3.0 Individual Certification.







				3.1.2 NPAC OP GUI - NPAC Personnel create NPA-NXX-X Information where the NPA-NXX has not had any previous ports and where the Block Holder SPID is the primary SPID and the Code Holder SPID is the associated SPID. The following Service Provider configurations are in place:



1 with LSMS NPA-NXX-X Indicator set to TRUE and SOA NPA-NXX-X Indicator set to FALSE with a filter set to receive the download.



1 with LSMS NPA-NXX-X Indicator set to FALSE and SOA NPA-NXX-X Indicator set to TRUE with a filter set to receive the download.



1 with LSMS NPA-NXX-X Indicator set to TRUE and SOA NPA-NXX-X Indicator set to FALSE with a filter set to NOT receive the download.



1 with LSMS NPA-NXX-X Indicator set to FALSE and SOA NPA-NXX-X Indicator set to TRUE with a filter set to NOT receive the download).



– Success



				Test Case procedures incorporated into test case 3.1.1 in Rel 3.0 Individual Certification. 







				3.1.3 NPAC OP GUI - NPAC Personnel create NPA-NXX-X Information where the NPA-NXX has not had any previous ports and where the Block Holder SPID is the associated SPID and the Code Holder SPID is the primary SPID. The following Service Provider configurations are in place:



1 with LSMS NPA-NXX-X Indicator set to TRUE and SOA NPA-NXX-X Indicator set to FALSE with a filter set to receive the download.



1 with LSMS NPA-NXX-X Indicator set to TRUE and SOA NPA-NXX-X Indicator set to FALSE with a filter set to NOT receive the download.



1 with LSMS NPA-NXX-X Indicator set to FALSE and SOA NPA-NXX-X Indicator set to TRUE with a filter set to receive the download.



1 with LSMS NPA-NXX-X Indicator set to FALSE and SOA NPA-NXX-X Indicator set to TRUE with a filter set to NOT receive the download).



– Success



				Removed from Group phase.  Maps to test case 3.1.3 in Rel 3.0 Individual Certification.







				3.2 Modify NPA-NXX-X Information







				3.2.1 NPAC OP GUI - NPAC Personnel modify the Effective Date of the NPA-NXX-X Information - Success



				Removed from Group phase.  Maps to test case 3.2.1 in Rel 3.0 Individual Certification.







				3.3 Delete NPA-NXX-X Information







				3.3.1 NPAC OP GUI - NPAC Personnel delete NPA-NXX-X Information when subordinate information (Number Pool Block and Subscription Versions) exist, post Effective Date, to 4 LSMSs with the following configurations:



1 with LSMS NPA-NXX-X Indicator set to TRUE and SOA NPA-NXX-X Indicator set to FALSE with a filter set to receive the download.



1 with LSMS NPA-NXX-X Indicator set to TRUE and SOA NPA-NXX-X Indicator set to FALSE with a filter set to NOT receive the download



1 with LSMS NPA-NXX-X Indicator set to FALSE and SOA NPA-NXX-X Indicator set to TRUE with a filter set to receive the download



1 with LSMS NPA-NXX-X Indicator set to FALSE and SOA NPA-NXX-X Indicator set to TRUE with a filter set to NOT receive the download



 - Success



				Removed from Group phase.  Maps to test case 3.3.1 in Rel 3.0 Individual Certification.







				3.3.5 NPAC OP GUI – NPAC Personnel delete NPA-NXX-X Information to 3 LSMSs (2 EDR and 1 non-EDR – all systems completely fail the request) – Success



				Removed from Group phase. Maps to test case 3.3.5 in Release 3.0 Individual Certification.







				3.3.6 NPAC OP GUI - NPAC Personnel re-send a failed NPA-NXX-X de-pool request (3 SPIDs on the Failed-SP-List, 2 EDR and 1 non-EDR - resend to only  1 EDR SPID in the Failed-SP-List, the resend is successful to this one system) - Success



				Removed from Group phase.  Maps to test case 3.3.6 in Rel 3.0 Individual Certification.







				3.3.7 NPAC OP GUI - NPAC Personnel re-send a partially-failed NPA-NXX-X de-pool request (1 Service Provider is in the Failed-SP-List - resend to the only Service Provider (a non-EDR LSMS) in the Failed-SP-List, the resend is successful to this one system) – Success



				Removed from Group phase.  Maps to test case 3.3.7 in Rel 3.0 Individual Certification.







				4. Block Information







				4.1 Create Block Information







				4.1.1 SOA - Service Provider Personnel create a non-contaminated Number Pool Block – Success.



				Removed from Group phase.  Maps to test case 4.1.1 in Release 3.0 Individual Certification.







				4.1.2 NPAC OP GUI - NPAC Personnel schedule a Number Pool Block Create for a contaminated Block to be run at a future date, and the NPAC SMS activates upon scheduled date and time – Success



				Removed from Group phase.  Maps to test case 4.1.2 in Release 3.0 Individual Certification.







				4.1.5 SOA - Service Provider Personnel attempt to create a Number Pool Block when ‘pending-like, no-active’ Subscription Versions exist – Error



				Removed from Group phase.  Maps to test case 4.1.5 in Release 3.0 Individual Certification.







				4.1.6 NPAC OP GUI - NPAC Personnel re-schedule a Number Pool Block Create Event to run immediately.  The initial Number Pool Block Create Request that was initiated by the NPA-NXX-X Holder SOA has failed due to ‘pending-like, no active’ Subscription Versions. – Success



				Removed from Group phase.  Maps to test case 4.1.6 in Rel 3.0 Individual Certification.







				4.1.8 SOA - Service Provider Personnel create a Number Pool Block - (to at least 3 LSMSs – at least 1 EDR and 2 non-EDR) that results in a Full Failure – Success



				Removed from Group phase.  Maps to test case 4.1.8 in Rel 3.0 Individual Certification.







				4.1.9 NPAC OP GUI - NPAC Personnel re-send a full failure Number Pool Block create to 1 LSMS (1 EDR ) resulting in success (2 non-EDR systems are still on the Failed SP List) – Success



				Removed from Group phase.  Maps to test case 4.1.9 in Rel 3.0 Individual Certification.







				4.1.10 NPAC OP GUI - NPAC Personnel perform a resend of a previously ‘partial failure’ Number Pool Block to all Service Providers in the Failed SP List (2 non-EDR) – Success



				Removed from Group phase.  Maps to test case 4.1.10 in Rel 3.0 Individual Certification.







				4.1.11 SOA – Service Provider Personnel create a Number Pool Block (to at least 4 LSMSs - 2 non-EDR and 2 EDR) that results in a Partial Failure - Success



				Removed from Group phase.  Maps to test case 4.1.11 in Rel 3.0 Individual Certification.







				4.1.13 SOA – Service Provider Personnel create a Number Pool Block (to at least 4 LSMSs - 2 non-EDR and 2 EDR) that results in a Partial Failure (1 non-EDR system fails one TN and 1 EDR system fails) – Success



				Removed from Group phase.  Maps to test case 4.1.13 in Rel 3.0 Individual Certification.







				4.1.14 SOA – Service Provider Personnel create a Number Pool Block (to at least 4 LSMSs - 2 non-EDR and 2 EDR) that results in a Partial Failure (1 non-EDR system fails one TN and 2 EDR systems fails) – Success



				Removed from Group phase.  Maps to test case 4.1.14 in Rel 3.0 Individual Certification.







				4.2 Modify Block Information







				4.2.1 SOA- Service Provider Personnel modify an active Number Pool Block with the SOA Origination Indicator set to FALSE (and contains Subscription Versions with LNP Types of ‘POOL’, ‘LISP’ and ‘LSPP’) for at least 4 LSMSs (2 non-EDR and 2 EDR). – Success



				Removed from Group phase.  Maps to test case 4.2.1 in Release 3.0 Individual Certification.







				4.2.2 SOA – Service Provider Personnel modify the LRN for an active Number Pool Block and broadcast to at least 4 LSMSs (2 EDR and 2 non-EDR systems) resulting in Full Failure – Success



				Removed from Group phase.  Maps to test case 4.2.2 in Release 3.0 Individual Certification.







				4.2.3 SOA - Service Provider Personnel modify the routing data for an active Number Pool Block and broadcast to at least 4 LSMSs (2 EDR and 2 non-EDR systems) resulting in Partial Failure - Success



				Removed from Group phase.  Maps to test case 4.2.3 in Release 3.0 Individual Certification.







				4.2.4 NPAC OP GUI - NPAC Personnel re-send a failed Number Pool Block Modify Request for both EDR and non-EDR LSMSs – Success



				Removed from Group phase.  Maps to test case 4.2.4 in Release 3.0 Individual Certification.







				4.2.9 SOA - Service Provider Personnel modify the routing data for an active Number Pool Block and broadcast to at least 4 LSMSs (1 EDR and 3 non-EDR systems) resulting in Partial Failure (2 non-EDR systems fail two different TNs, the EDR system and one non-EDR system is successful) – Success



				Removed from Group phase.  Maps to test case 4.2.9 in Release 3.0 Individual Certification.







				4.2.10 SOA - Service Provider Personnel modify the routing data for an active Number Pool Block and broadcast to at least 4 LSMSs (2 EDR and 2 non-EDR systems) resulting in a Partial Failure (1 non-EDR systems fails one TN, and 1 EDR system fails) – Success



				Removed from Group phase.   Maps to test case 4.2.10 in Release 3.0 Individual Certification.







				4.2.11 SOA - Service Provider Personnel modify the routing data for an active Number Pool Block and broadcast to at least 4 LSMSs (2 EDR and 2 non-EDR systems) resulting in a Partial Failure (1 non-EDR systems fails one TN, and 2 EDR systems fail) – Success



				Removed from Group phase.  Maps to test case 4.2.11 in Release 3.0 Individual Certification Testing.







				5. Mass Updates







				5.1 NPAC OP GUI - NPAC Personnel submit a Mass Update request to update the LRN, specifying no restriction on LNP Type, and a TN range of 10,000 numbers that contains: 



one complete Number Pool Block owned by the requesting Service Provider with Subscription Versions of LNP Type ‘POOL’, as well as ‘LISP’ and ‘LSPP’ Subscription Versions  for another Service Provider



one complete Number Pool Block owned by the requesting Service Provider with Subscription Versions of LNP Type ‘POOL’ only.



one complete Number Pool Block which is not owned by the requesting Service Provider with Subscription Versions of LNP Type ‘POOL’, as well as ‘LISP’ and ‘LSPP’  Subscription Versions for the requesting Service Provider



Subscription Versions owned by both the requesting Service Provider and another Service Provider that are in neither Number Pool Block. 



– Success 



				Removed from Group phase.  Maps to test case 5.1 in Release 3.0 Individual Certification.







				5.2 NPAC OP GUI - NPAC Personnel submit a Mass Update request to update the CNAM DPC and SSN values, specifying no restriction on LNP Type, and a TN range that encompasses one complete block, using the Old NPA-NXX that is part of an NPA Split currently in Permissive Dialing Period (PDP). – Error



				Removed from Group phase.  Maps to test case 5.2 in Release 3.0 Individual Certification.







				5.5 NPAC OP GUI – NPAC Personnel submit a Mass Update request to update the CLASS DPC and SSN values, specifying no restriction on LNP Type, and a TN range that completely includes a Number Pool Block as well as Subscription Versions outside of the 1K Block, that are owned by the requesting Service Provider. – Success



				Removed from Group phase.  Maps to test case 5.5 in Release 3.0 Individual Certification.







				5.6 NPAC OP GUI – NPAC Personnel submit a Mass Update request to update the ISVM DPC and SSN values, specifying an LNP Type of ‘POOL’, and a TN range that completely includes a Number Pool Block, at least one but not all EDR LSMS(s) fail the request. – Success



				Removed from Group phase.  Maps to test case 5.6 in Release 3.0 Individual Certification.







				5.7 NPAC OP GUI – NPAC Personnel submit a Mass Update request to update the LIDB DPC and SSN values, specifying an LNP Type of ‘POOL’, and a TN range that completely includes a Number Pool Block that is owned by the requesting Service Provider as well as intersects a subset of another Number Pool Block that is not owned by the requesting Service Provider.  – Success



				Removed from Group phase.  Maps to test case 5.7 in Release 3.0 Individual Certification.







				6. Subscription Version Management







				6.2 Subscription Version Create Test Cases







				6.2.10 SOA - Service Provider Personnel submit an Activate request for a ‘pending’ Intra-Service Provider Subscription Version by the Code Holder, prior to the NPA-NXX-X Effective Date – Success



				Removed from Group phase.  Maps to test case 6.2.10 in Release 3.0 Individual Certification.







				6.2.11 SOA - Service Provider Personnel submit an Inter-Service Provider, Port-to-Original Activate request, after the Block existence – Success



				Removed from Group phase.  Maps to test case 6.2.11 in Release 3.0 Individual Certification.







				6.2.12 SOA - Service Provider Personnel submit an Activate request for a ‘pending’, Inter-Service Provider, Port-to-Original Subscription Version, one or more of the LSMSs that are accepting downloads for that NPA-NXX do not respond resulting in a partial failure – Success



				Removed from Group phase.  Maps to test case 6.2.12 in Release 3.0 Individual Certification.







				6.2.13 NPAC OP GUI - NPAC Personnel submit a resend for a ‘failed’ Port-to-Original Activate request and all LSMSs process the re-send – Success



				Removed from Group phase.  Maps to test case 6.2.13 in Release 3.0 Individual Certification.







				6.2.15 NPAC OP GUI - NPAC Personnel create an Inter-Service Provider Subscription Version for the New Service Provider, where the currently active SV exists for another Service Provider, after the NPA-NXX-X Creation and prior to the NPA-NXX-X Effective Date – Success



				Removed from Group phase.  Maps to test case 6.2.15 in Release 3.0 Individual Certification.







				6.2.16 SOA – Service Provider Personnel submit an Activate request for a ‘pending’, Inter-Service Provider, Port-to-Original Subscription Version, none of the LSMSs that are accepting downloads for that NPA-NXX respond resulting in a failure – Success



				Removed from Group phase.  Maps to test case 6.2.16 in Release 3.0 Individual Certification.







				6.5 Subscription Version Disconnect Test Cases







				6.5.1 SOA - Service Provider Personnel submit a Subscription Version Immediate Disconnect request for a TN that is part of a 1K Block, where the Subscription Version LNP Type is set to ‘LISP’, after the Block existence – Success



				Removed from Group phase.  Maps to test case 6.5.1 in Release 3.0 Individual Certification.







				6.5.2 SOA - Service Provider Personnel submit a Subscription Version Deferred Disconnect request for a TN that is part of a 1K Block, where the Subscription Version LNP Type is set to ‘LSPP’, after the Block existence, and the NPAC SMS disconnects upon scheduled date and time – Success



				Removed from Group phase.  Maps to test case 6.5.2 in Release 3.0 Individual Certification.







				6.5.3 SOA - Service Provider Personnel submit a Subscription Version Deferred Disconnect request for a TN that is part of a 1K Block, one or more of the LSMSs that are accepting downloads for that NPA-NXX do not respond resulting in a partial failure – Success



				Removed from Group phase.  Maps to test case 6.5.3 in Release 3.0 Individual Certification.







				6.5.5 NPAC OP GUI - NPAC Personnel resend a ‘partial failure’ disconnect request and all LSMSs respond – Success



				Removed from Group phase.  Maps to test case 6.5.5 in Release 3.0 Individual Certification.







				6.5.6 SOA - Service Provider Personnel submit a Subscription Version Immediate Disconnect request for a TN that is part of a 1K Block, after the Block Activation Date, none of the LSMSs that are accepting downloads for that NPA-NXX respond resulting in a failure – Success



				Removed from Group phase.  Maps to test case 6.5.6 in Release 3.0 Individual Certification.







				8. Resynchronization







				8.1 LSMS – Service Provider Personnel for an EDR LSMS submit a resynchronization request for Network Data, Block Data, SV Data and Notification Data by time range, over the LSMS to NPAC SMS Interface, with the Service Provider’s NPAC Customer LSMS NPA-NXX-X Indicator set to TRUE.  – Success



				Removed from Group phase.  Test case procedures incorporated into test case 187-1 from Release 3.2 Individual Certification.







				8.2 LSMS - Service Provider Personnel for a non-EDR LSMS submit a resynchronization request for Network Data, Block Data, SV Data and Notification Data by time range, over the LSMS to NPAC SMS Interface, with the Service Provider’s NPAC Customer LSMS NPA-NXX-X Indicator set to TRUE.  – Success



				Removed from Group phase.  Test case procedures incorporated into test case 187-1 from Release 3.2.







				8.3 SOA - Service Provider Personnel submit a resynchronization request for Network Data and Notification Data by time range, over the SOA to NPAC SMS Interface, with the Service Provider’s NPAC Customer SOA NPA-NXX-X Indicator set to TRUE. - Success



				Removed from Group phase.  Test case procedures incorporated into test case 187-4 from Release 3.2.







				9. Audits







				[bookmark: _Toc428591963]9.1 SOA - Service Provider Personnel initiate a full audit for a single TN, with LNP Type = POOL, for all Service Providers, no discrepancies exist. - Success



				Removed from Group phase.  Maps to test case 9.1 in Release 3.0 Individual Certification.







				9.2 NPAC OP GUI - NPAC Personnel initiate a full audit for a single TN, with LNP Type = POOL, for all Service Providers, discrepancies exist. - Success



				Removed from Group phase.  Maps to test case 9.2 in Release 3.0 Individual Certification.







				9.3 SOA - Service Provider Personnel initiate a full audit for a range of TNs, with LNP Type = POOL, LISP and LSPP, for all Service Providers, no discrepancies exist. - Success



				Removed from Group phase.  Maps to test case 9.3 in Release 3.0 Individual Certification.







				9.4 SOA - Service Provider Personnel initiate a full audit for a range TNs, with LNP Type = POOL, LISP, and LSPP, for all Service Providers, discrepancies exist. - Success



				Removed from Group phase.  Maps to test case 9.4 in Release 3.0 Individual Certification.







				9.5 SOA - Service Provider Personnel initiate a full audit based on TN range for all Service Providers, (a block indicated by the TN Range entry has a status of ‘sending’), no discrepancies exist. - Success



				Removed from Group phase.  Maps to test case 9.5 in Release 3.0 Individual Certification.







				Release 3.1 Test Cases







				Release 3.1 Performance Test Cases - Refer to section number 6.1.5 within Chapter 6 of this document







				1.	5000 New Service Provider Creates, submitted as 5 ranges of 1000 TNs each, if possible, otherwise submitted in the most efficient, fastest manner possible.







				 Removed from Certification Test Plan.







				2.	5000 Old Service Providers Creates on the same TNs as used in Item 1, submitted as 5 ranges of 1000 TNs each, if possible, otherwise submitted in the most efficient, fastest manner possible. 







				 Removed from Certification Test Plan.







				3.	Modification of 5000 existing “pending” subscription versions (the subscription versions created in Item 1 f, first bullet, of the Testing Approach section).  Each Service Provider (Old and New) should modify half of the subscription versions (2500 each).  They should each submit the modify requests as 2 ranges of 1000 and 1 range of 500, if possible, otherwise submitted in the most efficient, fastest manner possible.







				 Removed from Certification Test Plan.







				4.	Activation of 5000 existing “pending” subscription versions (the subscription versions created in Item 1 f, second bullet, of the Testing Approach section), submitted as 5 ranges of 1000 TNs each, if possible, otherwise submitted in the most efficient, fastest manner possible.







				 Removed from Certification Test Plan.







				Release 3.1 Functional Group Test Cases







				7.1 SOA - Old SP Personnel create a range of Inter-Service Provider subscription versions. Their Customer TN Range Notification Indicator is set to the value they will use in production. New SP does not submit their create request. Initial and Final Concurrence Windows Expire. – Success



				Removed from Group phase.  Maps to test case 2.1 in Release 3.1 Individual Certification.







				7.2 SOA – Service Provider Personnel activate a range of 1000 Inter-Service Provider subscription versions. Their Customer TN Range Notification Indicator is set to production value. In the pre-requisite create process the range is submitted as two smaller ranges, each with unique DPC/SSN data but the TNs used in the ranges are contiguous and the SVIDs assigned by the NPAC SMS are contiguous. The activate request is submitted as one range. At least one LSMS does not respond to the activate request, resulting in a partial failure. The re-send is successful. – Success



				Removed from Group phase.  Maps to test case 2.6 in Release 3.1 Individual Certification.







				7.3 SOA – Service Provider Personnel activate a range of 500 SVs. Their Customer TN Range Notification Indicator is set to production value. In the prerequisite SV create process the range is submitted as two smaller ranges. The TNs used in the ranges are contiguous and have the same feature data but other create activities are submitted between the range create requests to ensure that the SVIDs for the TNs in the ranges are not contiguous. The activate request is submitted as one range. The activate request results in one notification containing a list of the SVIDs. – Success



				Removed from Group phase.  Maps to test case 2.9 in Release 3.1 Individual Certification.







				7.4 SOA – Service Provider Personnel perform an immediate disconnect of a range of 500 active SVs. Their Customer TN Range Notification Indicator is set to production value. In the pre-requisite SV create process the range was submitted as two smaller range creates, each with the same feature data and, the SVIDs are contiguous within each range create. The immediate disconnect request is submitted as one range. The immediate disconnect request results in one notification containing a list of the SVIDs. – Success



				Removed from Group phase.  Maps to test case 2.16 in Release 3.1 Individual Certification.







				7.5 SOA – Current Service Provider Personnel issue a deferred disconnect for a range of 100 ‘active’ subscription versions. Their Customer TN Range Notification Indicator is set to production value. In the prerequisite create process the range is submitted as two smaller ranges. The TNs used in the ranges are contiguous and have the same feature data but other create activities are submitted between the range create requests to ensure that the SVIDs for the TNs in the ranges are not contiguous. The deferred disconnect request is submitted as one range. The disconnect-pending request results in one notification containing a list of the SVIDs. – Success



				Removed from Group phase.  Maps to test case 2.23 in Release 3.1 Individual Certification.







				7.6 SOA – New Service Provider Personnel cancel a range of 5000 Inter-Service Provider subscription versions for which the Old Service Provider has not yet concurred to. Their Customer TN Range Notification Indicator is set to production value. In the prerequisite create process the range is submitted as two smaller ranges. The TNs used in the ranges are contiguous and have the same feature data but other create activities are submitted between the range create requests to ensure that the SVIDs for the TNs in the ranges are not contiguous. The cancel request is submitted as one range. The cancel request results in one notification containing a list SVIDs. – Success



				Removed from Group phase.  Maps to test case 2.26 in Release 3.1 Individual Certification.







				7.7 SOA – Old Service Provider Personnel modify a range of 1000 ‘pending’ Inter-Service Provider subscription versions to change the authorization flag from TRUE to FALSE. Their Customer TN Range Notification Indicator is set to production value. In the prerequisite create process the range is submitted as two smaller ranges. The TNs used in the ranges are contiguous and have the same feature data but other create activities are submitted between the range create requests to ensure that the SVIDs for the TNs in the ranges are not contiguous. The modify request is submitted as one range. The modify request results in one notifications containing a list of the SVIDs. – Success



				Removed from Group phase.  Maps to test case 2.29 in Release 3.1 Individual Certification.







				7.8 SOA – Service Providers set their Customer TN Range Notification Indicator to the value they will use in production and perform a series of activities simultaneously, that emulate a period of time (15 – 30 minutes) in an actual production environment. NPAC SMS manages notifications accordingly. – Success



				Removed from Group phase.  Maps to test case 2.41 in Release 3.1 Individual Certification.







				7.9 NPAC and SOA – Service Providers have NPAC Personnel modify their notification priorities to ensure that they have notifications with the three different priorities (LOW, MEDIUM, and HIGH). The Service Providers verify that they receive the notifications according to the priorities listed in their SP Profile. – Success



				Removed from Group phase.  Maps to test case 2.41 in Release 3.1 Individual Certification.







				Release 3.2 Test Cases







				NANC 323-1 NPAC OP GUI – NPAC Personnel submit a request for a Partial SPID migration via Mass Update, where NPA-NXX, LRN, Subscription Version, NPA-NXX-X and Block Information exist for the migrating away from SPID.  Verification steps are performed to ensure the Service Provider system is now in synch with the NPAC SMS. – Success











				X



				X



				X



				



				X



				X







				NANC 187-1 LSMS – Service Provider Personnel for either an EDR or non-EDR LSMS submit a resynchronization request for Service Provider Data, Network Data, Block Data, Subscription Version Data and Notification Data by time range, over the LSMS to NPAC SMS Interface, with the Service Provider’s Local SMS Linked Replies Indicator set to their production setting.  The recovery response includes a number of Service Provider objects, Network Data objects, Number Pool Block objects, Notifications and Subscription Versions less than or equal to their respective Linked Replies Blocking Factors. – Success



				Removed from Group phase.  Maps to test case NANC 187-1 in Rel 3.2 Individual Certification.







				NANC 187-2 LSMS – Service Provider Personnel for either an EDR or non-EDR LSMS submit a resynchronization request for Service Provider Data, Network Data, and Subscription Version Data by time range, over the LSMS to NPAC SMS Interface, with the Service Provider’s Local SMS Linked Replies Indicator set to their production setting.  The recovery response includes a number of Network Data objects greater than the Service Provider and Network Data Linked Replies Blocking Factor and less than the Service Provider and Network Data Maximum Linked Recovered Objects as well as a number of Subscription Version objects greater than the Subscription Data Linked Replies Blocking Factor and less than the Subscription Data Maximum Linked Recovered Objects. – Success



				Removed from Group phase.  Maps to test case 187-2 in Rel 3.2 Individual Certification.







				NANC 187-4 SOA – Service Provider Personnel submit a resynchronization request for Service Provider Data, Network Data and Notification Data by time range, over the SOA to NPAC SMS Interface, with the Service Provider’s SOA Linked Replies Indicator set to their production setting.  The recovery response includes a number of Service Provider Data objects and Network Data objects less than or equal to the Service Provider and Network Data Linked Replies Blocking Factor and a number of Notifications less than or equal to the Notification Data Linked Replies Blocking Factor. - Success



				Removed from Group phase.  Maps to test case 187-4 in Rel 3.2 Individual Certification.







				Release 3.3 Functional Group Test Cases







				NANC 385 - Timer Calculation – Maintenance Window Time Behavior







				NANC 385-1  SOA – NPAC personnel use the Timer-Update-Tool to update timer expiration by 10 minutes, SP systems under test handle the impacted timers for their adjusted expiration time – Success



Prerequisites should include activities that create short and long initial and final concurrence timers, and short and long initial and final cancellation concurrence timers that are scheduled to expire on the same day as test after the maintenance window enactment in this test case.



				X



				X



				



				



				X



				







				Rel. 3.4 Functional Group Test Cases







				NANC 147 – Version ID Rollover Strategy







				NANC 147-1 SOA/LSMS – Service Providers under test submit a variety of requests (see test steps) to the NPAC for data that contains Record ID values assigned by the NPAC SMS and that result in a rollover of the inventory ID for those records.  Service Provider systems accept the replies with the rollover ID values.  Requests will include audits, subscription version create, LRN, NPA-NXX, NPA-NXX-X, and Number Pool Block create requests.



				X



				



				



				



				X



				X







				NANC 396 – NPAC Filter Management – NPA-NXX Filters







				NANC 396-1 SOA/LSMS – Service Provider Personnel (using their SOA) create an NPA-NXX for which Neustar NPAC Personnel have already established an NPA-NXX filter.  LSMSs do not receive the NPA-NXX create download - Success







In this test case, Neustar NPAC Personnel can create the NPA-NXX filter for some/not all Service Providers participating in the Group test.  Then, one Service Provider participating in the test (and for whom a respective NPA-NXX filter was established) will create the NPA-NXX.  The NPAC SMS will process the request, creating the NPA-NXX on the NPAC SMS and only broadcasting to those Service Providers for whom a filter does not exist.



				X



				



				



				



				X



				X







				NANC 396-2 LSMS – Service Provider Personnel (using their SOA) or NPAC Personnel activate a single SV where an NPA Filter exists for the TN specified in the activation request.  LSMS does not receive download. – Success







NPAC Personnel will establish the NPA filter during prerequisites for some/not all Service Providers participating in the test.  The NPAC SMS will process the SV activate request broadcasting based on the filters.







(based on regression TC 2.8)



				X



				



				



				



				X



				X







				NANC 396-3 LSMS – Service Provider Personnel (using their SOA) or NPAC Personnel activate a single SV where an NPA Filter and NPA-NXX filter exists for the TN specified in the activation request.  LSMS does not receive download – Success







NPAC Personnel will establish the NPA filter during prerequisites for some/not all Service Providers participating in the test.  







Some but not all SPs (who support the functionality) will establish an NPA-NXX filter (NPAC will create it on behalf of SPs who cannot create filters over the interface).







The NPAC SMS will process the SV activate request broadcasting based on the filters.







(based on regression TC 2.8)



				X



				



				



				



				X



				X







				TOTALS



				110



				7



				6



				3



				10



				9
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This section contains all test cases written for group Service Provider Turn Up testing of Release 1.X of the NPAC software.  
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The following section describes a set of scenarios that are to be executed by the Service Providers that are participating in the SP to SP phase of testing of the NPAC LNP Turn-up process. Section 1 identifies preparatory steps that must be executed before SP to SP testing can begin.  Section 2 describes the details of creating a recommended test set of network data to be used in the scenarios to follow.  Section 3 describes the beginning of the SP to SP testing period, and provides the details for an initial scenario called the "Round Robin" that is intended to insure successful basic interoperability of all SP's participating in the test. They describe the details of a series of scenarios to be executed by service provider "pairs", with section 4 applying to the SP1/SP2 pair, and section 5 applying to the SP3/SP4 pair.  Should a test case propose that a Service Provider perform a test with functionality that they do not support, or that they would not perform in a normal business process, they may either defer the test case, or perform it however they would in a normal business environment.  This should be coordinated with the NPAC testers involved with that pair of Service Providers.







A Service Provider is expected to use their natural GTT and/or LRN data.  Once the initial network data has been created and is known by all parties, the individual service provider pairs are expected to agree upon specific TN's and other test data as required in the pair testing scenarios.
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This test plan addresses all testing necessary for a new entrant into a region. This testing is expected to take 14 days to complete.   Service providers who have successfully completed SP to SP testing in other regions are only expected to do Round Robin testing and Fail over testing.  Performance testing for a service provider is optional.  Requirements for execution of performance tests are left to the region to determine.







1. Set up 







To begin the Group phase of test, it is recommended that each service provider request a Bulk Data Download (BDD) to ensure they have all the Service Provider ID’s (SPIDs) in their local systems.  If the service provider loaded a BDD at the beginning of their test cycle and they have been connected since the beginning of the Group phase their systems may have all the SPIDs and therefore a BDD is not required.



The NPAC test engineer will provide an NPA-NXX and LRN that have the same LATA ID to each service provider prior to the start of the Group phase.  The service provider engineer should proceed to open the NPA-NXX and LRN using whatever production-like means they would normally use to create the data on the NPAC SMS.  Each service provider participating in this phase should then confirm they received the network data downloads as appropriate.











2. Create Network Data for Group Test Scenarios







To expedite the Group phase of test the Region supports NPA to region validation tunable will be turned off.  



Each service provider should create five NPA-NXXs with an Effective Date one day in the past and 5 LRNS with the same LATA ID and using their production systems (as they normally would).  



















3. SP2SP Testing







The SP2SP Testing consists of 2 phases. The first phase is a round robin scenario where a TN is ported from the Incumbent service provider to the other service providers and back to Incumbent service provider.  The second phase consists of the porting TNs between service provider pairs assigned by the NPAC test engineer. The SOA activity of porting a TN is exercised between the pairs of service providers and the LSMS broadcast activity is exercised by all LSMSs' simultaneously.















3.1 Round Robin Testing







The Round Robin testing involves porting a TN from a Code Holder SPID, among the other service providers and back to the Code Holder SPID. This testing is used as a sanity/stability check to verify that everyone is ready for SP2SP testing. It is considered to be one test case with multiple steps and needs to be executed by the service providers and NPAC test engineer as a team.







Due to the limited amount of time for SP2SP testing, service providers use the current date for the newSP-duedate and oldSP-duedate values. The following outlines the activity and the flow of the round robin testing.







3.1.1 Port TN from Code Holder SPID to another SPID - 1st time ported TN. The new service provider, creates a pending port (newSP-Create) for the test TN. The Code Holder SPID concurs with the pending port. Next, the new SPID activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 







Note: since this is a 1st time ported TN, a NewNPA-NXX notification (NPA-NXX for the test TN) should be sent to all SOA and LSMSs when the pending port is created. 







The NPAC test engineer issues an audit of the test TN (just activated) to all service providers and verifies the results of the audit (TN and GTT data) via the audit report. Also, all participating service providers verify the port by issuing queries to the NPAC SMS for the active TN. 







3.1.2 Port the test TN from the current SPID to another SPID - previously ported TN. The next appropriate service provider, as decided by the NPAC test engineer creates a pending port (newSP-Create) for the test TN. The current SPID concurs with the pending port. Next, the new SPID activates the pending port and the NPAC SMS broadcasts an M-Create of the subscriptionVersion object to all LSMSs.  







The NPAC test engineer issues an audit of the test TN to all service providers and verifies the results of the audit (TN and GTT data) via the audit report. Also, all participating service providers verify the port by issuing queries to the NPAC SMS for the active TN. 







Continue to port the test TN amongst all remaining service providers in the Group.  Once all service providers have activated a port for the test TN once, then port the TN to the original service provider.











3.1.4 Port the test TN from "back to original" – previously ported TN.







As the new service provider and original owner of the TN, the Code Holder creates a pending port (newSP-Create) with the "port to original" flag equal to TRUE for the test TN. The current SPID concurs with the pending port. Next, the Code Holder activates the pending port and the NPAC SMS broadcasts M-Delete the subscriptionVersion object to all LSMSs. 







NPAC Personnel issues an audit of the test TN to all service providers and verifies the results of the audit (TN and GTT data) via the audit report. Also, all participating service providers verify the port by issuing queries to the NPAC SMS for the active TN.
















4. Partner Testing 



During this phase of test the NPAC test engineer will assign service provider pairs to perform porting activities between.  



4.1 Port TN from SP1 to SP2 - 1st ported TN (create pending port, modify pending, activate, modify active, port to original)







1. As the new service provider, SP2 (SPID2) creates a pending port (newSP-Create - LSPP) for a single TN with a future Due Date (this may or may not be the 1st ported number for NPA-NXX). SP1 (SPID1) concurs with the pending port (oldSPCreate, authorization = True). 







2. SP2 modifies the LRN value for the pending port via the SOA interface. 







3. SP1 modifies the oldSP-duedate value (to the current date) for the pending port via the SOA interface. SP2 modifies their Due Date (to the current date).







4. SP2 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 







5. NPAC test engineer and/or service provider perform audit of the single TN.







6. SP2 modifies GTT data for the ported TN (active) via the SOA interface. 







7. As the old service provider, SP2 (SPID2) creates a pending port with a future Due Date (oldSP-Create - LSPP) for the TN. SP1 (SPID1) concurs with the pending port (newSPCreate) with the "port to original" flag set to Yes/True. 







8. SP2 modifies the oldSP-duedate (to the current date) for the pending port via the SOA interface. SP1 modifies the newSP-duedate value (to the current date) for the pending port via the SOA interface. 







9. SP1 activates the pending port and the NPAC SMS broadcast an M-Delete of the subscriptionVersion object to all LSMSs. 







10.  NPAC test engineer and/or service provider perform audit of the single TN.















4.2 Port TN Range from SP2 to SP1 



(create pending port, modify pending, activate, mass update, port to original)







1. As the new service provider, SP1 (SPID1) creates a pending port (newSP-Create - LSPP) for a TN range with a future Due Date. SP2 (SPID2) concurs with the pending ports (oldSPCreate, authorization = True). 







2. SP1 modifies the LRN value for the pending ports via the SOA interface. 







3. SP2 modifies the oldSP-duedate value (to the current date) for the pending ports via the SOA interface. SP1 modifies their Due Date (to the current date).







4. SP1 activates the pending ports and the NPAC SMS broadcasts an M-Action of the subscriptionVersion objects to all LSMSs. 







5. SP1 contacts NPAC test engineer to perform a mass update on the LRN value of the TN range.







6.  NPAC test engineer and/or service provider perform audit of the TN range.







7. As the old service provider, SP1 (SPID1) creates a pending port (oldSP-Create - LSPP) for the TN range with a future Due Date. SP2 (SPID2) concurs with the pending ports (newSPCreate) with the "port to original" flag set to Yes/True. 







8. SP1 modifies the oldSP-duedate (to the current date) for the pending ports via the SOA interface. SP2 modifies the newSP-duedate value (to the current date) for the pending ports via the SOA interface. 







9. SP2 activates the pending ports and the NPAC SMS broadcasts a scope/filter M-Delete of the subscriptionVersion objects to all LSMSs. 







10. NPAC test engineer and/or service provider perform audit of the TN range.















4.3 Port TN from SP2 to SP2 - 1st ported TN (create pending port, modify pending, activate, modify active, disconnect)







1. As the new service provider, SP2 (SPID2) creates a pending port (newSP-Create - LISP) for a single TN (1st ported number for NPA-NXX ?) using the current date as the Due Date. 







2. SP2 modifies the Billing ID value for the pending port via the SOA interface. 







3. SP2 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 







4. SP2 modifies End User Location Value for the ported TN (active) via the SOA interface. 







5. NPAC test engineer and/or service provider perform audit of the single TN.







6. As the new service provider, SP1 (SPID1) creates a pending port (newSP-Create - LSPP) for a single TN using the current date as the Due Date. SP2 concurs with the pending port.







7. SP1 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 







8. SP1 submits an immediate disconnect request for the ported TN via the SOA interface.







9. NPAC test engineer and/or service provider perform audit of the single TN.















4.4 Port TN Range from SP2 to SP2 - 1st ported TN  (create pending port, modify pending, activate, mass update, disconnect)







1. As the new service provider, SP2 (SPID2) creates a pending port (newSP-Create - LISP) for a TN range (1st ported TN for NPA-NXX ?) using a future Due Date.  







2. SP2 modifies the newSP-duedate values (to the current date) for the pending ports via the SOA interface.  







3. SP2 activates the pending port and the NPAC SMS broadcast an M-Action of the subscriptionVersion objects to all LSMSs. 







4. SP2 contacts NPAC test engineer to perform a mass update on the ISVM DPC value of the TN range.







5. SP2 disconnects the ported TN via the SOA interface.







6. NPAC Personnel and/or service provider perform audit of the TN range.











4.5 Port TN from SP1 to SP1  - 1st ported TN  (create pending port, modify pending, activate, modify active, disconnect.)







1. As the new service provider, SP1 (SPID1) creates a pending port (newSP-Create - LISP) for a single TN (1st ported number for NPA-NXX ?) using a future Due Date. 







2. SP1 modifies the newSP-duedate value (to the current date) for the pending port via the SOA interface. 







3. SP1 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 







4. SP1 modifies GTT values for the ported TN (active) via the SOA interface. 







5. NPAC test engineer and/or service provider perform an audit of the single TN.







6. SP1 submits an immediate disconnect request for the ported TN via the SOA interface.











4.6 Port TN Range from SP1 to SP1 - 1st ported TN (create pending port, modify pending, activate, mass update, disconnect.)







1. As the new service provider, SP1 (SPID1) creates a pending port(newSP-Create - LISP) for a TN range (1st ported TN for NPA-NXX? ) using a future Due Date. 







2. SP1 modifies the newSP-duedate values (to the current date) for the pending ports via the SOA interface. 







3. SP1 activates the pending ports and the NPAC SMS broadcast an M-Action of the subscriptionVersion objects to all LSMSs. 







4. SP1 contacts NPAC test engineer to perform a mass update on the ISVM DPC value of the TN range.







5. NPAC test engineer and/or service provider perform an audit of the TN range.







6. As the new service provider, SP2 (SPID2) creates a pending port (newSP-Create - LSPP) for a TN range specifying the current date for the Due Date. SP1 concurs with the pending port.







7. SP2 activates the pending ports and the NPAC SMS broadcast an M-Create of the subscriptionVersion objects to all LSMSs. 







8. SP2 submits an immediate disconnect request for the ported TNs via the SOA interface.







9. NPAC test engineer and/or service provider perform audit of the TN range.











4.7 Port TN from SP1 to SP2



(new create pending port, oldSP-CreateRequest notification, concurrence, activate, disconnect)







1. As the new service provider, SP2 (SPID2) creates a pending port (newSP-Create - LSPP) for single TN specifying the current date for the Due Date. SP1 (SPID1) does not concur. 







2. The initial concurrence window expires and the oldSP-CreateRequest notification is sent to SP1. 







3. SP1 concurs with the pending port (oldSPCreate, authorization=True). 







4. SP2 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 







5. NPAC test engineer and/or service provider perform audit of the single TN.







6. SP2 submits an immediate disconnect request for the ported TN via the SOA interface.











4.8 Port TN from SP2 to SP1



(new create pending port, initial concurrence window expiration, oldSP-CreateRequest notification, final concurrence window expiration, activate, disconnect)







1. As the new service provider, SP1 (SPID1) creates a pending port (newSP-Create - LSPP) for a single TN specifying the current date for the Due Date. SP2 (SPID2) does not concur. 







2. The initial concurrence window expires and the oldSP-CreateRequest notification is sent to SP2. 







3. The final concurrence window expires.







4. SP1 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 







5. NPAC test engineer and/or service provider perform audit of the single TN.







6. SP1 submits an immediate disconnect request for the ported TN via the SOA interface.











4.9 Port TN from SP1 to SP2 and back while experiencing conflict (create pending port, set into conflict, modify conflict, remove from conflict, activate)







1. As the new service provider, SP2 (SPID2) creates a pending port (newSP-Create - LSPP) for a single TN with specifying a date three days in the future for the Due Date. SP1 (SPID1) concurs with the pending port (oldSPCreate, authorization=False, cause code is duedate mismatch) and the status of the pending port is set to conflict. 







2. SP2 modifies the newSP-duedate (to the current date).







3. SP1 removes the pending port from conflict (within the conflict



window).







4. SP2 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion objects to all LSMSs. 







5. NPAC test engineer and/or service provider perform audit of single TN.







6. As the new service provider, SP1 (SPID1) creates a pending port (newSP-Create - LSPP) for the single TN specifying a date three days in the future for the Due Date. SP2 concurs with the pending port (oldSPCreate, authorization = True). Note that this is not a "port to original" request.







7. SP2 modifies the pending port setting the authorization = False and the cause code FOC not received. The status of the pending port is updated to conflict. 







8. SP1 modifies the newSP-duedate (to the current date). SP2 modifies the oldSP-duedate (to the current date).







9. SP2 removes the pending port from conflict (within the conflict window).







10. SP1 activates the pending port and the NPAC SMS broadcast an M-Create of the subscriptionVersion object to all LSMSs. 







11. NPAC test engineer and/or service provider perform audit of single TN.











4.10 Cancel Pending Port by new - no concurrence by old (create pending port by new, cancel by new, create by old, no concurrence by new)







1. As the new service provider, SP2 (SPID2) creates a pending port (newSP-Create - LSPP) for a single TN with a future Due Date.  No concurrence from SP1.







2. SP2 cancels the pending port and the status of the pending port is set to canceled.







3. As the old service provider, SP1 creates a pending port (oldSP-Create - LSPP) for a single TN with a future Due Date.  No concurrence from SP2.







4. Initial concurrence window expires and NewSP-CreateRequest is sent to SP2 asking for its concurrence.







5. Final concurrence window expires.  The subscription version will remain in a status of pending based on the Pending Subscription Retention tunable.  After the duration of the tunable has passed the status of the port is set to canceled.











4.11 Cancel Pending Port by old - no concurrence new



(create pending port by old, cancel by old, create by new, no concurrence by old, activate)







1. As the old service provider, SP1 creates a pending port (oldSP-Create - LSPP) for a single TN specifying the current date for the Due Date.  No concurrence from SP2.







2. SP1 cancels the pending port and the status of the pending port is set to canceled.







3. As the new service provider, SP2 creates a pending port (newSP-Create - LSPP) for a single TN specifying the current date for the Due Date.  No concurrence from SP1.







4. Initial concurrence window expires and OldSP-CreateRequest is sent to SP1 asking for its concurrence.







5. Final concurrence window expires.







6. SP2 activates the pending port.







7. Audit performed by NPAC test engineer and/or service provider whose SOA supports audits.











4.12 Cancel Pending Port by new - no concurrence old



(create pending port, concurrence, cancel by new, acknowledge cancel)







1. As the new service provider, SP2 (SPID2) creates a pending port (newSP-Create – LSPP) for a single TN specifying the current date for the Due Date. SP1 (SPID1) concurs with the pending port (oldSPCreate, authorization = True). 







2. SP2 cancels the pending port and the status is updated to cancel pending. 







3. SP1 acknowledges the cancel and the status is updated to canceled.











4.13 Cancel Pending Port by new - concurred pending port



(create pending port, concurrence, cancel by new, initial cancel window expires, acknowledge cancel)







1. As the new service provider, SP1 (SPID1) creates a pending port (newSP-Create - LSPP) for a single TN specifying the current date for the Due Date. SP2(SPID2) concurs with the pending port (oldSPCreate, authorization=True). 







2. SP1 cancels the pending port and the status is updated to cancel pending. 







3. The initial cancellation window expires and the CancellationAcknowledgeRequest notification is sent to SP2. 







4. SP2 acknowledges the cancel and the status is updated to cancelled.











4.14 Cancel Pending Port by old - concurred pending port



 (create pending port, concurrence, cancel by old, acknowledge cancel by new)







1. As the new service provider, SP2 (SPID2) creates a pending port (newSP-Create - LSPP) for a single TN specifying the current date for the Due Date. SP1 (SPID1) concurs with the pending port (oldSPCreate, authorization=True). 







2. SP1 cancels the pending port and the status is updated to cancel pending. 







3. SP2 acknowledges the cancel and the status is updated to cancelled.











4.15 Cancel Pending Port by old - concurred pending port 



(create pending port, concurrence, cancel by old, initial cancel window expires, final cancel window expires, conflict)







1. As the new service provider, SP1(SPID1) creates a pending port (newSP-Create - LSPP) for a single TN specifying the current date for the Due Date. SP2 (SPID2) concurs with the pending port (oldSPCreate, authorization=True). 







2. SP2 cancels the pending port and the status is updated to cancel pending. 







3. The initial cancellation window expires and the CancellationAcknowledgeRequest notification is sent to SP1. 







4. The final cancellation window expires and the status of the pending port is updated to conflict.











4.16 Cancel Pending Port by new - concurred pending port



(create pending port, concurrence, cancel by new, initial cancel window



expires, final concurrence window expires)







1. As the new service provider, SP2 (SPID2) creates a pending port (newSP-Create - LSPP) for a single TN specifying the current date for the Due Date. SP1 (SPID1) concurs with the pending port (oldSPCreate, authorization = True). 







2. SP2 cancels the pending port and the status is updated to cancel pending. 







3. The initial cancellation window expires and the CancellationAcknowledgeRequest notification is sent to SP1. 







4. The final cancellation window expires and the status of the pending port is updated to canceled.



















4.17 Delete NPA-NXX open for portability.







1. SP1 deletes an NPA-NXX via their SOA interface







2. SP1 deletes an NPA-NXX via their LSMS interface







3. SP2 deletes an NPA-NXX via their SOA interface











4.18 Delete LRN.







1. SP1 deletes LRN via their SOA interface







2. SP1 deletes LRN via their LSMS interface







3. SP2 deletes LRN via their SOA interface
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				8.2.1 Scheduled Site Switchover







				Purpose:



				A scheduled site switchover.







				Requirements:



				







				Prerequisites:



				Using the contact information, and the procedures in the M&P manual, NPAC personnel will notify all service providers of the expected system outage.



Prior to the scheduled site switchover, all service providers will perform random queries of their network data, and subscription version data to be able to verify that the data currently available on the primary NPAC is also available after the switchover occurs.







				Expected Results:



				RESULT-1:  At the appointed time, NPAC personnel will abort any remaining associations at the primary NPAC site, and will then execute the procedures necessary to make the backup site available.



RESULT-2:  All service providers will be notified of the backup site's availability, and will re-establish their associations.



RESULT-3:  Once normal operations are re-established with the backup site, all service providers will execute the SP to SP testing scenario 3.1, "Round Robin Testing" using a different set of data



RESULT-4:  After the testing scenario is completed, NPAC personnel will abort any remaining associations at the backup site, and will then execute the procedures necessary to restore operation  to the primary NPAC site.



RESULT-5:  All service providers will be notified of the primary site's availability, and will re-establish their associations.



RESULT-6:  After re-establishing normal communications with the NPAC primary site, all service providers will perform queries to verify that all new data created while connected to the backup site is now available at the restored primary site.







				Actual Results:



				




















				8.2.2 Unscheduled Site Switchover







				Purpose:



				To perform an Unscheduled Site Switchover.







				Requirements:



				







				Prerequisites:



				Prior to the unscheduled site switchover, all service providers will perform random queries of their network data, and subscription version data to be able to verify that the data currently available on the primary NPAC is also available after the switchover occurs.







				Expected Results:



				RESULT-1:  At the agreed upon time, NPAC personnel will perform a scenario that will simulate a short-term facilities outage.  At that time, all currently connected service providers will lose their current associations.



RESULT-2:  Following the M&P guidelines, service providers will be notified of the outage, and directed to re-establish their associations at the backup site.



RESULT-3:  Once normal operations are re-established with the backup site, all service providers will create a new NPA-NXX data entry.



RESULT-4:  NPAC personnel will notify all service providers of the expected availability of the primary site.



RESULT-5:  When the primary site is ready to resume normal operations, all service providers will discontinue operation at the backup site, and re-establish their associations at the primary NPAC.



RESULT-6:  After re-establishing normal communications with the NPAC primary site, all service providers will perform queries to verify that all new data created while connected to the backup site is now available at the restored primary site.







				Actual Results:
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This section contains all test cases written for group Service Provider Turn Up testing of Release 2.0 of the NPAC software.  
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7.   Group Turn Up Test Scenarios related to NPAC Release 3.2.
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				A.



				TEST IDENTITY



				







				



				Test Case Number:



				NANC 323-1



				SUT Priority:



				SOA 



				Required







				



				



				



				



				LSMS



				Required







				



				Objective:







				NPAC OP GUI – NPAC Personnel submit a request for a SPID migration, where NPA-NXX, LRN, Subscription Version, NPA-NXX-X and Block Information exist for the migrating away from SPID.  Verification steps are performed to ensure the Service Provider system is now in synch with the NPAC SMS. – Success







				



				



				







				B.



				REFERENCES



				







				 



				NANC Change Order Revision Number:



				



				Change Order Number(s):



				NANC 323 







				



				NANC FRS Version Number:



				3.2.0



				Relevant Requirement(s):



				RR3-255, RR3-256, RR3-257, RR3-258, RR3-259, RR3-260, RR3-261, RR3-262, RR3-263, RR3-264, RR3-265, RR3-266, RR3-267, RR3-268, RR3-269, RR3-270, RR3-271, RR3-272, RR3-273, RR3-274, RR3-276, RR3-277







				



				NANC IIS Version Number:



				3.2.0



				Relevant Flow(s):



				







				



				



				







				C.



				PREREQUISITE



				







				



				Prerequisite Test Cases:



				







				



				Prerequisite NPAC Setup:



				While all SOAs/LSMSs are associated with the NPAC SMS, create test data that includes an NPA-NXX, LRN and NPA-NXX-X for a “Migrating Away From SPID”:



a)    Create a new NPA-NXX for the ‘Migrating Away From’ SPID. (NPA-NXX a1 )



b)    Create a new LRN for the ‘Migrating Away From’ SPID, that would logically be associated with the NPA-NXX created in (a) above. (LRN b1)



c)    Create a new NPA-NXX-X for the ‘Migrating Away From’ SPID respective that uses the LRN that was created in (b) above. (NPA-NXX-X c1)



d)    Activate a Number Pool Block for the NPA-NXX-X created in (c) above.  Verify this NPB has a status of ‘Active’ (NPB group d1) (SV group d1).



e)    Create and Activate a range of at least 10 TNs that use the LRN created in (b) above.  (SV group f1).  Verify this range of Subscription Version has a status of ‘Active’.



f)    Initiate a Deferred Disconnect for a range of 2 TNs respective to SV group f2 above.  Verify this range of Subscription Versions has a status of ‘Disconnect-Pending’.  (SV group g)



g)    Immediately Disconnect one of  the TNs that was activated in (f) above, (SV group f1).  Verify this Subscription Versions has a status of ‘Old’. (SV group h)



h)    Create and Activate a range of 10 PLRN SVs for the NPA-NXX that is migrating in this SPID Migration.  Verify this range of PLRN Subscription Versions has a status of ‘Active’ (P-SV group j).











				



				Prerequisite SP Setup:



				Systems are disassociated while they update their local databases using the SIC-SMURF files from the NPAC SMS.







				



				



				







				D.



				TEST STEPS and EXPECTED RESULTS







				Row #



				NPAC or SP



				Test Step







				NPAC or SP



				Expected Result











				1.



				NPAC



				NPAC Personnel generate Selection Input Criteria SPID Mass Update (SIC-SMURF) Files based on SPID Migration prerequisite data.



				NPAC



				The SIC-SMURF files are generated and made available on the Service Provider FTP sites.











				2.



				SP



				Service Provider Personnel receive the SIC-SMURF files, take their systems ‘off-line’ from the NPAC SMS, and load the files into their LSMS system.



				SP



				Using the SOA/LSMS system, verify as applicable:



NPA-NXX a1was updated to reflect the ‘Migrating To’ SPID



LRN b1 was updated to reflect the ‘Migrating To’ SPID



NPA-NXX-X c1 was updated to reflect the ‘Migrating To’ SPID



NPB group d1 was updated to reflect the ‘Migrating To’ SPID



SV group d1, SV group e1, SV group f, and SV group g* were updated to reflect the ‘Migrating To’ SPID



SV group h exists on the NPAC SMS with a status of ‘Old’ so verify on the local system as capable.



SV group j was updated to reflect the ‘Migrating To’ SPID – if the Service Provider supports PLRN records.







				3.



				NPAC



				At the same time as row 2 above, NPAC Personnel update the NPAC SMS database using the SIC-SMURF files.



				NPAC



				Verify the following on the NPAC SMS:



NPA-NXX a1 was updated to reflect the ‘Migrating To’ SPID



LRN b1 was updated to reflect the ‘Migrating To’ SPID



NPA-NXX-X c1 was updated to reflect the ‘Migrating To’ SPID



NPB group d1 was updated to reflect the ‘Migrating To’ SPID



SV group d1, SV group e1, SV group f, and SV group g were updated to reflect the ‘Migrating to’ SPID



SV group j was updated to reflect the ‘Migrating To’ SPID.







				4.



				SP



				After both the NPAC and Service Provider Personnel have successfully loaded the SIC-SMURF files into their respective databases, Service Provider Personnel re-associate their local systems with the NPAC SMS.



				SP



				The Service Provider local systems are associated with the NPAC SMS.







				5.



				SP



				



Service Provider Personnel perform subscription version and number pool block queries for the migrated data.



				SP/NPAC



				Verify that the records reflect the appropriate Old and New Service Providers based on the SPID Migration data.







				E.



				Pass/Fail Analysis, NANC 323-1







				Pass



				Fail



				NPAC Personnel performed the test case as written.







				Pass



				Fail



				Service Provider Personnel performed the test case as written.



	







				Pass



				Fail



				Service Provider Personnel were able to successfully process the SIC-SMURF file updates with their local databases in a timely fashion.
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8.   Group Turn Up Test Scenarios related to NPAC Release 3.3.
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				A.



				TEST IDENTITY



				







				



				Test Case Number:



				NANC 385-1



				SUT Priority:



				SOA 



				Required







				



				



				



				



				LSMS



				N/A







				



				Objective:







				SOA – NPAC personnel use the Timer-Update-Tool to update timer expiration by 10 minutes, SP systems under test handle the impacted timers for their adjusted expiration time – Success



Prerequisites should include activities that create short and long initial and final concurrence timers, and short and long initial and final cancellation concurrence timers that are scheduled to expire on the same day as test after the maintenance window enactment in this test case.







				



				



				







				B.



				REFERENCES



				







				 



				NANC Change Order Revision Number:



				



				Change Order Number(s):



				NANC 385







				



				NANC FRS Version Number:



				



				Relevant Requirement(s):



				RR6-187, RR6-188







				



				NANC IIS Version Number:



				



				Relevant Flow(s):



				B.5.1.6.2, B.5.1.6.3, B.5.1.6.4, B.5.1.6.5, B.5.3.2







				



				



				







				C.



				PREREQUISITE



				







				



				Prerequisite Test Cases:



				







				



				Prerequisite NPAC Setup:



				As this TC is going to be executed in the group phase of testing, each provider in the group should have their own set of TNs a and c or TNs b and d.



The following steps identify porting scenarios with both short and long timers.  Depending on the Timer Type that the Service Provider under test supports, only those respective porting scenarios may be created.  For example, a Service Provider that supports Long Timers is not required/able to create porting scenarios that result in the use of Short Timers.  Please create porting scenarios based on the Timer Type supported by the Service Provider under test.



1.  Set the following timers to values that will expedite this feature testing:



Long Initial Concurrence Timer set to ______ (default 9 hr)



Short Initial Concurrence Timer set to ______ (default 1 hr)



Long Final Concurrence Timer set to _______ (default 9 hr)



Short Final Concurrence Timer set to _______ (default 1 hr)



Long Cancellation-Initial Concurrence Window set to _____ (default 9 hr)



Short Cancellation-Initial Concurrence Window set to _____ (default 9 hr)



Long Cancellation-Final Concurrence Timer set to _____ (default 9 hr)



Short Cancellation-Final Concurrence Timer set to _____ (default 9 hr)



2.  Prior to simulated maintenance period establish the following porting scenarios:



a.  New SP Create where SP under test is Old SP (using Short timers) (TN a __________).



b.  Old SP Create where SP under test is New SP (using Long timers) (TN b ___________).



c.  Work with Service Provider under test to create/concur to an Inter-SP Subscription Version (using Short timers) (TN c _________________).



d.  Work with the Service Provider under test to create/concur to an Inter-SP Subscription Version (using Long timers) (TN d______________).



3.  Verify that the following Subscription Versions exist:



a.  TN a exists with a status of Pending and only the NPAC acting as the New SP has issued a create request for this TN.  The SV is using short timers.



b.  TN b exists with a status of Pending and only the NPAC acting as the New SP has issued a create request for this TN.  The SV is using long timers.



c.  TN c exists with a status of Cancel-Pending.  The Service Provider under test issued the cancel request for the TN and the SV is using short timers.



d.  TN d exists with a status of Cancel-Pending.  The Service Provider under test issued the cancel request for the TN and the SV is using long timers. 







				



				Prerequisite SP Setup:



				1.  Prior to simulated maintenance period work with NPAC personnel to establish porting scenarios that will result in the timers listed in NPAC Prerequisites step 1 to expire.



a.  Do not concur to TN a.



b.  Do not concur to TN b.



c.  Concur to the create for TN c.  Then issue a cancel request for TN c.



d.  Concur to the create for TN d.  Then issue a cancel request for TN d.







				



				



				







				D.



				TEST STEPS and EXPECTED RESULTS







				Row #



				NPAC or SP



				Test Step







				NPAC or SP



				Expected Result











				1.



				NPAC



				NPAC Maintenance Window starts.



				



				







				2.



				NPAC 



				NPAC personnel use the Timer Update Tool to specify the start and end time of the maintenance window.



				NPAC



				NPAC uses the start and end Maintenance Window times to determine at what time the timers should expire/notifications should be sent to respective service provider systems.







				3.



				NPAC



				NPAC SMS issues the following notifications based on the Timer Update Tool adjustments:



If the Service Provider’s TN Range Indicator is set to TRUE, the NPAC SMS will send:



1. M-EVENT-REPORT subscriptionVersionRangeOldSP-ConcurrenceRequest upon expiration of the Short Initial Concurrence Timer for TN a.



2. M-EVENT-REPORT subscriptionVersionRangeOldSPFinalConcurrenceWindowExpiration upon expiration of the Short Final Concurrence Timer for TN a.



3. M-EVENT-REPORT subscriptionVersionRangeNewSP-CreateRequest upon the expiration of the Long Initial Concurrence Timer for TN b.



4. M-EVENT-REPORT subscriptionVersionRangeNewSP-FinalCreateWindowExpiration upon the expiration of the Long Final Concurrence Timer for TN b.



5. M-EVENT-REPORT subscriptionVersionRangeCancellationAcknowledgeRequest upon expiration of the Short Cancellation-Initial Concurrence Window for TN c.



6. M-EVENT-REPORT subscriptionVersionRangeStatusAttributeValueChange indicating the status is now Conflict upon expiration of the Short Cancellation-Final Concurrence Window for TN c.



7. M-EVENT-REPORT subscriptionVersionRangeCancellationAcknowledgeRequest upon expiration of the Long Cancellation-Initial Concurrence Window for TN d.



8. M-EVENT-REPORT subscriptionVersionRangeStatusAttributeValueChange indicating the status is now Conflict upon expiration of the Long Cancellation-Initial Concurrence Window for TN d.







If the Service Provider’s TN Range Indicator is set to FALSE, the NPAC SMS will send:



1. M-EVENT-REPORT subscriptionVersionOldSP-ConcurrenceRequest upon expiration of the Short Initial Concurrence Timer for TN a.



2. M-EVENT-REPORT subscriptionVersionOldSPFinalConcurrenceWindowExpiration upon expiration of the Short Final Concurrence Timer for TN a.



3. M-EVENT-REPORT subscriptionVersionNewSP-CreateRequest upon the expiration of the Long Initial Concurrence Timer for TN b.



4. M-EVENT-REPORT subscriptionVersionNewSP-FinalCreateWindowExpiration upon the expiration of the Long Final Concurrence Timer for TN b.



5. M-EVENT-REPORT subscriptionVersionCancellationAcknowledgeRequest upon expiration of the Short Cancellation-Initial Concurrence Window for TN c.



6. M-EVENT-REPORT subscriptionVersionStatusAttributeValueChange indicating the status is now Conflict upon expiration of the Short Cancellation-Final Concurrence Window for TN c.



7. M-EVENT-REPORT subscriptionVersionCancellationAcknowledgeRequest upon expiration of the Long Cancellation-Initial Concurrence Window for TN d.



8. M-EVENT-REPORT subscriptionVersionStatusAttributeValueChange indicating the status is now Conflict upon expiration of the Long Cancellation-Initial Concurrence Window for TN d.



				SP



				The Service Provider SOA(s) receive the M-EVENT-REPORTs from the NPAC SMS based on the adjustments made by NPAC personnel using the Timer Update Tool.







				4.



				NPAC



				NPAC personnel view logs to verify that that the notifications indicated in step 3 were issued at time frames adjusted by the time entered in the Timer Update Tool. 



				NPAC



				The notifications were issued based on the time entered in the Timer Update tool.







				E.



				Pass/Fail Analysis, NANC 385-1







				Pass



				Fail



				NPAC personnel performed the test case as written.







				Pass



				Fail



				Service Provider personnel performed the test case as written.
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9.   Group Turn Up Test Scenarios related to NPAC Release 3.3.
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				A.



				TEST IDENTITY



				







				



				Test Case Number:



				NANC 147-1



				SUT Priority:



				SOA 



				Required







				



				



				



				



				LSMS



				Required







				



				Objective:







				NANC 147-1 SOA/LSMS – Service Providers under test submit a variety of requests (see test steps) to the NPAC for data that contains Record ID values assigned by the NPAC SMS and that result in a rollover of the inventory ID for those records.  Service Provider systems accept the replies with the rollover ID values.  Requests will include audits, subscription version create, LRN, NPA-NXX, NPA-NXX-X, and Number Pool Block create requests.







				



				



				







				B.



				REFERENCES



				







				 



				NANC Change Order Revision Number:



				



				Change Order Number(s):



				NANC 147







				



				NANC FRS Version Number:



				



				Relevant Requirement(s):



				RR3-649, RR3-650, RR3-651, RR3-652, RR3-653, RR3-654







				



				NANC IIS Version Number:



				



				Relevant Flow(s):



				B.2.1 SOA Initiated Audit



B.5.1.2 SubscriptionVersion Create by the Initial SOA (New Service Provider)



B.4.2.1 LRN Creation by the NPAC



B.4.1.1 NPA-NXX Creation by the NPAC



B.4.3.1 Service Provider NPA-NXX-X Create by NPAC SMS



B.4.4.2 Number Pool Block Create by NPAC SMS







				



				



				







				C.



				PREREQUISITE



				







				



				Prerequisite Test Cases:



				







				



				Prerequisite NPAC Setup:



				







				



				Prerequisite SP Setup:



				







				



				



				







				D.



				TEST STEPS and EXPECTED RESULTS







				Row #



				NPAC or SP



				Test Step







				NPAC or SP



				Expected Result











				1.



				SP - Conditional



				Service Provider Personnel take action to issue an audit request to the NPAC SMS.



Issue the request three different times so that the NPAC can issue three unique Audit ID inventory sequence replies.



Using the SOA Service Provider Personnel issue an M-CREATE Request subscriptionAudit .



				NPAC



				In each of the three audit requests the NPAC SMS issues an M-CREATE Response subscriptionAudit to the requesting Service Provider SOA.



1. One where the Audit ID is less than the rollover maximum.



2. One where the Audit ID has been rolled over.



3. One where the Audit ID is less than the Audit ID of the previous Audit object. 



NOTE:  For the purposes of this test case we aren’t concerned about audit discrepancies that may be found.







				2.



				NPAC



				NPAC Personnel take action to issue a subscription version create to the SUT, where they are they New Service Provider in the SV:



1. Issue one SV create where the Record ID is less than the rollover maximum. 



2. Issue one SV create where the Record ID has been rolled over.



3. Issue one SV create where the Record ID is less than the ID on the previous SV create.



				SP



				Service Provider SOA receives the M-EVENT-REPORT objectCreation and issues an M-EVENT-REPORT Confirmation back to the NPAC SMS:



1. One for an SV create where the Record ID is less than the rollover maximum.



2. One SV create where the Record ID has been rolled over.



3. One SV create where the Record ID is less than the ID on the previous SV create.







				3.







				NPAC



				NPAC Personnel take action to issue an LRN create on behalf of the SUT, to the SUT:



1. Issue one LRN create where the Record ID is less than the rollover maximum. 



2. Issue one LRN create where the Record ID has been rolled over.



3. Issue one LRN create where the Record ID is less than the ID on the previous LRN create.



				SP



				Service Provider SOA receives the M-Create Request serviceProvLRN and issues an M-Create Response back to the NPAC SMS:



1. One for an LRN create where the Record ID is less than the rollover maximum.



2. One LRN create where the Record ID has been rolled over.



3. One LRN create where the Record ID is less than the ID on the previous LRN create.







				4.



				NPAC



				NPAC Personnel take action to issue an NPA-NXX create on behalf of the SUT, to the SUT:



1. Issue one NPA-NXX create where the Record ID is less than the rollover maximum.



2. Issue one NPA-NXX create where the Record ID has been rolled over.



3. Issue one NPA-NXX create where the Record ID is less than the ID on the previous NPA-NXX create.



				SP



				Service Provider SOA receives the M-Create Request serviceProvNPA-NXX and issues an M-Create Response back to the NPAC SMS:



1. One for an NPA-NXX create where the Record ID is less than the rollover maximum.



2. One NPA-NXX create where the Record ID has been rolled over.



3. One NPA-NXX create where the Record ID is less than the ID on the previous NPA-NXX create.







				5.



Conditional



				NPAC



				NPAC Personnel take action to issue an NPA-NXX-X create on behalf of the SUT, to the SUT:



1. Issue one NPA-NXX-X create where the Record ID is less than the rollover maximum.



2. Issue one NPA-NXX-X create where the Record ID has been rolled over.



3. Issue one NPA-NXX-X create where the Record ID is less than the ID on the previous NPA-NXX-X create.



				SP



				Service Provider SOA receives the M-Create Request serviceProvNPA-NXX-X and issues an M-Create Response back to the NPAC SMS:



1. One for an NPA-NXX-X create where the Record ID is less than the rollover maximum.



2. One NPA-NXX-X create where the Record ID has been rolled over.



3. One NPA-NXX-X create where the Record ID is less than the previous NPA-NXX-X create.







				6.



Conditional



				NPAC



				NPAC Personnel take action to issue a NPB create on behalf of the SUT, to the SUT:



1. Issue one NPB create where the Record ID is less than the rollover maximum.



2. Issue one NPB create where the Record ID has been rolled over.



3. Issue one NPB create where the Record ID is less than the previous NPB create.



				SP



				Service Provider SOA receives the M-ACTION Response numberPoolBlock-Create and issues an M-Create Response back to the NPAC SMS:



1. One for an NPA-NXX-X create where the Record ID is less than the rollover maximum.



2. One NPA-NXX-X create where the Record ID has been rolled over.



3. One NPA-NXX-X create where the Record ID is less than the previous NPB create.







				7.



				SP



				Service Provider Personnel perform a local query for the items created in this test case:



1-1. Audit request where NPAC SMS returned an Audit ID less than the rollover maximum.



1-2. Audit request where NPAC SMS returned an Audit ID that has been rolled over.



1-3. Audit request where NPAC SMS returned an Audit ID less than the ID on a previous Audit request.



2-1. SV create request where NPAC SMS returned an SV ID less than the rollover maximum.



2-2. SV create where NPAC SMS returned an SV ID that has been rolled over.



2-3. SV create where NPAC SMS returned an SV ID less than a previous SV create request.



3-1. LRN create request where the LRN ID is less than the rollover maximum.



3-2. LRN create request where the LRN ID has been rolled over.



3-3. LRN create request where the LRN ID is less than a previous LRN create request.



4-1. NPA-NXX create request where the NPA-NXX ID is less than the rollover maximum.



4-2. NPA-NXX create request where the NPA-NXX ID has been rolled over.



4-3. NPA-NXX create request where the NPA-NXX ID is less than a previous NPA-NXX create request.



5-1. NPA-NXX-X create request where the NPA-NXX-X ID is less than the rollover maximum.



5-2. NPA-NXX-X create request where the NPA-NXX-X ID has been rolled over.



5-3. NPA-NXX-X create request where the NPA-NXX-X ID is less than a previous NPA-NXX-X create request.



6-1. NPB create request where the NPB ID is less than the rollover maximum.



6-2. NPB create request where the NPB ID has been rolled over.



6-3. NPB create request where the NPB ID is less than a previous NPB create request.











				SP



				Verify that your application has handled each of the NPAC SMS responses for these ID inventory scenarios.















				E.



				Pass/Fail Analysis, NANC 147-1







				Pass



				Fail



				NPAC personnel performed the test case as written.







				Pass



				Fail



				Service Provider personnel performed the test case as written.
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Service Providers should participate in these group tests with whatever application they have (SOA and/or LSMS).  If they cannot create an NPA-NXX from an application, they can participate as a client of the download (the real objective of the test case).



				A.



				TEST IDENTITY



				







				



				Test Case Number:



				NANC 396-1



				SUT Priority:



				SOA 



				Required







				



				



				



				



				LSMS



				Required







				



				Objective:







				NANC 396-1 SOA/LSMS – Service Provider Personnel (using their SOA) create an NPA-NXX for which NeuStar NPAC Personnel have already established an NPA-NXX filter.  LSMSs do not receive the NPA-NXX create download - Success







In this test case, Neustar NPAC Personnel can create the NPA-NXX filter for some/not all Service Providers participating in the Group test.  Then, one Service Provider participating in the test (and for whom a respective NPA-NXX filter was established) will create the NPA-NXX.  The NPAC SMS will process the request, creating the NPA-NXX on the NPAC SMS and only broadcasting to those Service Providers for whom a filter does not exist.







				



				



				







				B.



				REFERENCES



				







				 



				NANC Change Order Revision Number:



				



				Change Order Number(s):



				NANC 396







				



				NANC FRS Version Number:



				



				Relevant Requirement(s):



				RR3-696







				



				NANC IIS Version Number:



				



				Relevant Flow(s):



				B.4.1.1 NPA-NXX Creation by the NPAC or



B.4.1.4 NPA-NXX Creation by the Local SMS or



B.4.1.5 NPA-NXX Creation by the SOA







				



				



				







				C.



				PREREQUISITE



				







				



				Prerequisite Test Cases:



				







				



				Prerequisite NPAC Setup:



				1. Verify the NPA-NXX that is going to be created as part of this test case does not already exist on the NPAC SMS.



2. Verify that an NPA-NXX filter exists for the NPA-NXX to be created as part of this test case for some but not all Service Providers participating in the test case.







				



				Prerequisite SP Setup:



				Verify the NPA-NXX that is going to be created as part of this test case does not exist on the local system (SOA and/or LSMS) prior to the start of this test case.







				



				



				







				D.



				TEST STEPS and EXPECTED RESULTS







				Row #



				NPAC or SP



				Test Step







				NPAC or SP



				Expected Result











				1.



				NPAC, or SP



				Service Provider personnel using either their SOA or LSMS, OR NPAC Personnel on their behalf take action to create an NPA-NXX where an NPA-NXX filter exists for some but not all Service Provider participating in the test case.



An M-CREATE Request serviceProvNPA-NXX issued to the NPAC SMS.



				NPAC



				NPAC receives the M-CREATE Request serviceProvNPA-NXX and issues an M-CREATE Response back to the initiating system (SOA, LSMS or NPAC SMS). 







				2.



				NPAC



				NPAC SMS issues an M-CREATE Request serviceProvNPA-NXX to all LSMSs in the region accepting downloads for this NPA-NXX.



				NPAC



				All LSMSs in the region accepting downloads for this NPA-NXX receive the M-CREATE and issue an M-CREATE Response serviceProvNPA-NXX back to the NPAC SMS.







				3.



				NPAC



				NPAC SMS issues an M-CREATE Request serviceProvNPA-NXX to all SOAs in the region accepting downloads for this NPA-NXX.



				NPAC



				All SOAs in the region accepting downloads for this NPA-NXX receive the M-CREATE and issue an M-CREATE Response serviceProvNPA-NXX back to the NPAC SMS.







				4.



				SP



				Service Providers accepting downloads for the NPA-NXX created in this test case query their local system for the NPA-NXX created in this test case.



				SP



				Service Providers accepting downloads for this NPA-NXX created in this test case verify the NPA-NXX exists on their local application.







				5.



				SP



				Service Providers for which an NPA-NXX filter exists for the NPA-NXX created in this test case query their local system for the NPA-NXX created in this test case.



				SP



				Service Providers for which an NPA-NXX filter exists for the NPA-NXX created in this test case verify the NPA-NXX does not exist on their local application.



Only exception might be if the Service Provider who initiated the NPA-NXX create request had a filter established for the respective NPA-NXX, since they issued the create, the NPA-NXX may exist on the local system from which they initiated the create request.







				E.



				Pass/Fail Analysis, NANC 396-1







				Pass



				Fail



				NPAC personnel performed the test case as written.







				Pass



				Fail



				Service Provider personnel performed the test case as written.




















				A.



				TEST IDENTITY



				







				



				Test Case Number:



				NANC 396-2



				SUT Priority:



				SOA 



				N/A







				



				



				



				



				LSMS



				Required







				



				Objective:







				NANC 396-2 LSMS – Service Provider Personnel (using their SOA) or NPAC Personnel activate a single SV where an NPA Filter exists for the TN specified in the activation request.  LSMS does not receive download. – Success







				



				



				







				B.



				REFERENCES



				







				 



				NANC Change Order Revision Number:



				



				Change Order Number(s):



				NANC 396







				



				NANC FRS Version Number:



				



				Relevant Requirement(s):



				RR3-693







				



				NANC IIS Version Number:



				



				Relevant Flow(s):



				B.5.1.5 SubscriptionVersion Activated by New Service Provider SOA



B.5.1.6 Active SubscriptionVersion Create on Local SMS







				



				



				







				C.



				PREREQUISITE



				







				



				Prerequisite Test Cases:



				







				



				Prerequisite NPAC Setup:



				1. NeuStar Personnel create an NPA filter respective to the TN to be used in this test case – for some but not all Service Providers participating in the test case.



2. Verify that a pending SV exists for the TN to be used in this test case, where the Service Provider who is going to activate the TN is the New Service Provider indicated in the subscription version, the Old Service Provider has concurred to the port and the due date has been reached.



3. Verify that the New SP Customer TN Range Notification Indicator is set to their production value.



4. Verify that the SOA Notification Priority tunable parameters are set to the default values for the New Service Provider.







				



				Prerequisite SP Setup:



				







				



				



				







				D.



				TEST STEPS and EXPECTED RESULTS







				Row #



				NPAC or SP



				Test Step







				NPAC or SP



				Expected Result











				1.



				NPAC



				1. Service Provider Personnel submit a request to the NPAC to activate a single Inter-Service Provider subscription version.



2. The SOA issues an M-ACTION subscriptionVersionActivate Request to itself.







NOTE: If NeuStar Personnel submit the subscription version activate on behalf of a Service Provider, the M-ACTION Request is issued to the NPAC SMS itself.



				NPAC



				NPAC SMS receives the M-ACTION Request. 







				2.



				NPAC



				NPAC SMS locates the respective subscription version, and issues an M-SET Request subscriptionVersionNPAC to itself to set the subscription version status to ‘sending’ and set the subscriptionVersionActivationTimeStamp and subscriptionModifiedTimeStamp to the current date and time for the TN.



				NPAC



				NPAC SMS receives the M-SET subscriptionVersionNPAC from itself and issues an M-SET Response to itself.







				3.



				NPAC



				NPAC SMS issues an M-ACTION Response to the New SP SOA.







NOTE: If NeuStar Personnel submitted the subscription version activate on behalf of a Service Provider in step 1 above, an M-ACTION Response is not sent to the New SP SOA; instead the response would be issued to the NPAC SMS itself.



				SP



				New SP SOA receives the M-ACTION Response from the NPAC SMS.







NOTE: If NeuStar Personnel submitted the subscription version activate on behalf of a Service Provider in step 1 above, the NPAC SMS receives the M-ACTION Response from itself.







				4.



				NPAC



				NPAC SMS issues an M-SET Request to itself to set the subscription version status to ‘sending’ and set the subscriptionBroadcastTimeStamp to the current date and time for the TN.



				NPAC



				NPAC SMS receives the M-SET Request and issues an M-SET Response to itself.







				5.



				NPAC



				NPAC SMS issues an M-CREATE Requests subscriptionVersion to all LSMSs in the region accepting downloads for this NPA and/or NPA-NXX.







				SP



Conditional – based on filter



				1. All LSMSs in the region accepting downloads for this NPA and/or NPA-NXX receive the M-CREATE Request and verify that the request is valid.



2. All LSMSs in the region that received the M-CREATE request issue an M-CREATE Response subscriptionVersion back to the NPAC SMS.  



3. After each LSMS responds to the NPAC SMS, the LSMSs perform the subscription version create on the local system as specified in the request from the NPAC SMS.







				6.



				NPAC



Conditional – based on filter



				NPAC SMS issues an M-EVENT-REPORT to the Old SP SOA (if they are accepting downloads for the respective NPA and/or NPA-NXX) based on their Customer TN Range Notification Indicator.



· If the setting is TRUE, the NPAC SMS issues one M-EVENT-REPORT subscriptionVersionRangeStatusAttributeValueChange notification for the TN that contains the following attributes:



· start TN



· end TN 



· start SVID 



· end SVID.



· subscriptionVersionStatus = ‘active’



· If the setting is FALSE, the NPAC SMS issues an M-EVENT-REPORT subscriptionVersionStatusAttributeValueChange notification for the TN indicating the status is ‘active’.



				SP
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				If the Old SP SOA is accepting downloads for the respective NPA and/or NPA-NXX, they receive the M-EVENT-REPORT from the NPAC SMS according to their Customer TN Range Notification Indicator.











				7.



				SP



Conditional – based on filter



				If the Old SP SOA is accepting downloads for the respective NPA and/or NPA-NXX they issue an M-EVENT-REPORT Confirmation to the NPAC SMS.



				NPAC



				NPAC SMS receives the M-EVENT-REPORT Confirmation from the Old SP SOA.







				8.



				NPAC



				If the New SP SOA is accepting downloads for the respective NPA and/or NPA-NXX, NPAC SMS issues an M-EVENT-REPORT to the New SP SOA based on their Customer TN Range Notification Indicator.



· If the setting is TRUE, the NPAC SMS issues one M-EVENT-REPORT subscriptionVersionRangeStatusAttributeValueChange notification to the New SP SOA for the TN that contains the following attributes:



· start TN



· end TN 



· start SVID 



· end SVID.



· subscriptionVersionStatus = ‘active’



· If the setting is FALSE, the NPAC SMS issues an M-EVENT-REPORT subscriptionVersionStatusAttributeValueChange notification for the TN that indicates the status is ‘active’:



				SP Conditional – based on filter



				If the New SP SOA is accepting downloads for the respective NPA and/or NPA-NXX they receive the M-EVENT-REPORT from the NPAC SMS.







				9.



				SP Conditional – based on filter



				If the New SP SOA is accepting downloads for the respective NPA and/or NPA-NXX issues an M-EVENT-REPORT Confirmation to the NPAC SMS for the TN.



				NPAC



				NPAC SMS receives the M-EVENT-REPORT Confirmation for the TN.







				10.



				NPAC



				NPAC Personnel perform a query for the subscription version activated in this test case.



				NPAC



				The subscription version exists with a status of ‘active’ with an empty Failed SP List.







				11.



				SP 



				Via their SOA &/or LSMS, SP Personnel perform a local query for the subscription version activated during this test case.



				SP



				1. If the New SP is accepting downloads for the NPA and/or NPA-NXX, via their SOA the subscription version exists with an empty Failed SP List.



2. If the other Service Providers participating in this test are accepting downloads for the NPA and/or NPA-NXX, verify on their LSMS, the subscription version exists with a status of ‘active’ and SV Type and Optional Data element values as they support them.



3. Service Providers that are not accepting downloads for the respective NPA and/or NPA-NXX will not have the respective Subscription Version that was activated in this test case in their system.







				12.



				SP



				New SP Personnel perform an NPAC SMS query for the subscription version activated during this test case.



				SP



				The subscription version exists with a status of ‘active’ with an empty Failed SP List on the NPAC SMS.







				13.



				NPAC



				NPAC Personnel perform a full audit of LSMS for the TN that was activated during this test case.



				NPAC



				Using the Audit Results Log verify that no updates were made as a result of performing the audit.  If updates were made, the LSMS fails this test case.







				E.



				Pass/Fail Analysis, NANC 396-2







				Pass



				Fail



				NPAC personnel performed the test case as written.







				Pass



				Fail



				Service Provider personnel performed the test case as written.







				Pass



				Fail



				Service Provider SOA received the error response from the NPAC SMS and handled it appropriately.




















				A.



				TEST IDENTITY



				







				



				Test Case Number:



				NANC 396-3



				SUT Priority:



				SOA 



				N/A







				



				



				



				



				LSMS



				Required







				



				Objective:







				NANC 396-3 LSMS – Service Provider Personnel (using their SOA) or NPAC Personnel activate a single SV where an NPA Filter and NPA-NXX filter exists for the TN specified in the activation request.  LSMS does not receive download – Success







Some but not all SPs (who support the functionality) will establish an NPA-NXX filter (NPAC will create it on behalf of SPs who cannot create filters over the interface).







				



				



				







				B.



				REFERENCES



				







				 



				NANC Change Order Revision Number:



				



				Change Order Number(s):



				NANC 396







				



				NANC FRS Version Number:



				



				Relevant Requirement(s):



				RR3-695, RR3-693







				



				NANC IIS Version Number:



				



				Relevant Flow(s):



				B.5.1.5 SubscriptionVersion Activated by New Service Provider SOA



B.5.1.6 Active SubscriptionVersion Create on Local SMS







				



				



				







				C.



				PREREQUISITE



				







				



				Prerequisite Test Cases:



				







				



				Prerequisite NPAC Setup:



				1. Prior the Service Providers or NeuStar Personnel on behalf the Service Providers creating an NPA-NXX filter, NeuStar Personnel should create an NPA filter for the TN to be used in this test case – for some but not all Service Providers participating in the test case.



2. Verify that a pending SV exists for the TN to be used in this test case, where the Service Provider who is going to activate the TN is the New Service Provider indicated in the subscription version, the Old Service Provider has concurred to the port and the due date has been reached.



3. Verify that the New SP Customer TN Range Notification Indicator is set to their production value.



4. Verify that the SOA Notification Priority tunable parameters are set to the default values for the New Service Provider.







				



				Prerequisite SP Setup:



				Some but not all Service Providers participating in this test case create an NPA-NXX filter for the TN to be used in this test – if Service Provider’s do not have the ability to create an NPA-NXX filter over their interface to the NPAC SMS – NeuStar Personnel will do this on behalf of some but not all Service Providers (see step 1 of Prerequisite NPAC Setup).







				



				



				







				D.



				TEST STEPS and EXPECTED RESULTS







				Row #



				NPAC or SP



				Test Step







				NPAC or SP



				Expected Result











				1.



				NPAC



				1. Service Provider Personnel submit a request to the NPAC to activate a single Inter-Service Provider subscription version.



2. The SOA issues an M-ACTION subscriptionVersionActivate Request to itself.







NOTE: If NeuStar Personnel submit the subscription version activate on behalf of a Service Provider, the M-ACTION Request is issued to the NPAC SMS itself.



				NPAC



				NPAC SMS receives the M-ACTION Request. 







				2.



				NPAC



				NPAC SMS locates the respective subscription version, and issues an M-SET Request subscriptionVersionNPAC to itself to set the subscription version status to ‘sending’ and set the subscriptionVersionActivationTimeStamp and subscriptionModifiedTimeStamp to the current date and time for the TN.



				NPAC



				NPAC SMS receives the M-SET subscriptionVersionNPAC from itself and issues an M-SET Response to itself.







				3.



				NPAC



				NPAC SMS issues an M-ACTION Response to the New SP SOA.







NOTE: If NeuStar Personnel submitted the subscription version activate on behalf of a Service Provider in step 1 above, an M-ACTION Response is not sent to the New SP SOA; instead the response would be issued to the NPAC SMS itself.



				SP



				New SP SOA receives the M-ACTION Response from the NPAC SMS.







NOTE: If NeuStar Personnel submitted the subscription version activate on behalf of a Service Provider in step 1 above, the NPAC SMS receives the M-ACTION Response from itself.







				4.



				NPAC



				NPAC SMS issues an M-SET Request to itself to set the subscription version status to ‘sending’ and set the subscriptionBroadcastTimeStamp to the current date and time for the TN.



				NPAC



				NPAC SMS receives the M-SET Request and issues an M-SET Response to itself.







				5.



				NPAC



				NPAC SMS issues an M-CREATE Requests subscriptionVersion to all LSMSs in the region accepting downloads for this NPA and/or NPA-NXX.







				SP



Conditional – based on filter



				1. All LSMSs in the region accepting downloads for this NPA and/or NPA-NXX receive the M-CREATE Request and verify that the request is valid.



2. All LSMSs in the region that received the M-CREATE request issue an M-CREATE Response subscriptionVersion back to the NPAC SMS.  



3. After each LSMS responds to the NPAC SMS, the LSMSs perform the subscription version create on the local system as specified in the request from the NPAC SMS.







				6.



				NPAC



Conditional – based on filter



				NPAC SMS issues an M-EVENT-REPORT to the Old SP SOA (if they are accepting downloads for the respective NPA and/or NPA-NXX) based on their Customer TN Range Notification Indicator.



· If the setting is TRUE, the NPAC SMS issues one M-EVENT-REPORT subscriptionVersionRangeStatusAttributeValueChange notification for the TN that contains the following attributes:



· start TN



· end TN 



· start SVID 



· end SVID.



· subscriptionVersionStatus = ‘active’



· If the setting is FALSE, the NPAC SMS issues an M-EVENT-REPORT subscriptionVersionStatusAttributeValueChange notification for the TN indicating the status is ‘active’.



				SP



Conditional – based on filter



				If the Old SP SOA is accepting downloads for the respective NPA and/or NPA-NXX, they receive the M-EVENT-REPORT from the NPAC SMS according to their Customer TN Range Notification Indicator.











				7.



				SP



Conditional – based on filter



				If the Old SP SOA is accepting downloads for the respective NPA and/or NPA-NXX they issue an M-EVENT-REPORT Confirmation to the NPAC SMS.



				NPAC



				NPAC SMS receives the M-EVENT-REPORT Confirmation from the Old SP SOA.







				8.



				NPAC



				If the New SP SOA is accepting downloads for the respective NPA and/or NPA-NXX, NPAC SMS issues an M-EVENT-REPORT to the New SP SOA based on their Customer TN Range Notification Indicator.



· If the setting is TRUE, the NPAC SMS issues one M-EVENT-REPORT subscriptionVersionRangeStatusAttributeValueChange notification to the New SP SOA for the TN that contains the following attributes:



· start TN



· end TN 



· start SVID 



· end SVID.



· subscriptionVersionStatus = ‘active’



· If the setting is FALSE, the NPAC SMS issues an M-EVENT-REPORT subscriptionVersionStatusAttributeValueChange notification for the TN that indicates the status is ‘active’:



				SP Conditional – based on filter



				If the New SP SOA is accepting downloads for the respective NPA and/or NPA-NXX they receive the M-EVENT-REPORT from the NPAC SMS.







				9.



				SP Conditional – based on filter



				If the New SP SOA is accepting downloads for the respective NPA and/or NPA-NXX issues an M-EVENT-REPORT Confirmation to the NPAC SMS for the TN.



				NPAC



				NPAC SMS receives the M-EVENT-REPORT Confirmation for the TN.







				10.



				NPAC



				NPAC Personnel perform a query for the subscription version activated in this test case.



				NPAC



				The subscription version exists with a status of ‘active’ with an empty Failed SP List.







				11.



				SP 



				Via their SOA &/or LSMS, SP Personnel perform a local query for the subscription version activated during this test case.



				SP



				1. If the New SP is accepting downloads for the NPA and/or NPA-NXX, via their SOA the subscription version exists with an empty Failed SP List.



2. If the other Service Providers participating in this test are accepting downloads for the NPA and/or NPA-NXX, verify on their LSMS, the subscription version exists with a status of ‘active’ and SV Type and Optional Data element values as they support them.



3. Service Providers that are not accepting downloads for the respective NPA and/or NPA-NXX will not have the respective Subscription Version that was activated in this test case in their system.







				12.



				SP



				New SP Personnel perform an NPAC SMS query for the subscription version activated during this test case.



				SP



				The subscription version exists with a status of ‘active’ with an empty Failed SP List on the NPAC SMS.







				13.



				NPAC



				NPAC Personnel perform a full audit of LSMS for the TN that was activated during this test case.



				NPAC



				Using the Audit Results Log verify that no updates were made as a result of performing the audit.  If updates were made, the LSMS fails this test case.







				E.



				Pass/Fail Analysis, NANC 396-3







				Pass



				Fail



				NPAC personnel performed the test case as written.







				Pass



				Fail



				Service Provider personnel performed the test case as written.



















As part of RSMS 3.4.X Turn Up Certification Testing, Service Providers should also execute NANC 323-1 to verify they still successfully process SIC-SMURF files required for Offline SPID Migration request processing.



















End of Document
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Business Need:



The original request(s) to provide NPAC services was more than twelve years ago.  Since that initial selection of two providers, the industry hasn’t had any choice in NPAC vendors.  In all other aspects of number portability in North America, Service Providers have a choice of vendors.  The Telecommunications Act implemented vendor competition as well, and the FCC specifically favored competition in NPAC services in originally approving multiple NPAC administrators.  The FCC noted in the order that competition between vendors for NPAC would stimulate innovation and it would provide the other expected benefits of competition, including economic benefits and enhanced service levels.  Since that order, the NPAC has become more critical to Service Provider networks with the addition of pooling and the pending change orders for URI information.  The transactions at NPAC continue to grow at a large rate.  If the rate of transaction growth continues, NPAC billable transaction will exceed more than one billion annually before the expiration of the current contract.  Carrier choice in NPAC services can and should be implemented now to provide the benefits of competition to Service Providers before the NPAC grows so large that a transition would be higher risk than desirable.



Competition will lead not only to carrier choice but vendor diversity.  In the current economic conditions, having multiple vendors versus a single source contract to support critical infrastructure services is becoming more essential.  Multiple vendors assure business continuity of services in the event of vendor business failure.  This diversity will not only reduce the business risk of these services being delivered in an uninterrupted manner but will also enhance the commercial management of the vendors.  Carriers have experienced that multi sourced services and associated carrier choice results in more competitive pricing.  Multiple competitive vendors also offer faster response to industry needs with more innovative services that further enhance the service currently being offered.  The current NPAC service is working effectively, but opening it up to competition and carrier choice can only result in enhanced benefits to the industry.  Selecting two or more vendors will drive the benefits to the users of a multi vendor solution that will result in carriers in each region being able to choose their vendor based on the values it offers in savings and enhanced services.



In summary, especially in today’s economic conditions, carriers more than ever need the benefits of competition that include:



· Carrier Choice



· Vendor Diversity



· Enhanced and Innovative Services



· Reduced Costs to the Industry



Description of Change:


While a Multi-Vender NPAC Solution, hereafter referred to as Multi-Administrator Peering Model, and impacts the NPAC SMS, the technical approach described in this change order minimizes the impacts to Service Provider systems and operations. 



The following high-level peering technical implementation goals related to Service Providers and the NPAC Services provided under a Multi-Administrator Peering Model implementation:



· No SOA and LSMS to NPAC SMS CMIP Interface Modifications



· No User LTI GUI Changes



· Minimize Service Provider operational changes



· Limit Service Provider operational interactions to only their chosen NPAC vendor



· Limit NPAC to NPAC connections to reduce complexity



· Allow communication of all NPAC data for network data and active subscription versions



· Support any additional information needed for Inter-NPAC SMS porting events



The following diagram illustrates the Solution approach proposed in this change order by showing a Multi-Administrator Peering Model with two NPAC SMS to visually introduce the terminology used:







The terminology used in the diagram is defined as follows: 



· Primary NPAC SMS – The NPAC SMS that provides service directly to a specific Service Provider SOA, LSMS, or LTI GUI for a transaction.



· Peered NPAC SMS – An NPAC SMS system that communicates with another NPAC SMS in the same Region in a Multi-Administrator Peering Model. 



· Inter-NPAC Peering – The Multi-Administrator Peering Model implementation discussed in this solution document that leverages the existing SOA to NPAC SMS and LSMS to NPAC SMS CMIP interface for Inter-NPAC SMS messaging 



· Inter-NPAC SMS Messaging – CMIP messaging between Peered NPAC SMS systems within the same Region as a result of Service Provider activity initiated from the LTI GUI, SOA, and/or LSMS interface connections.  Inter-NPAC messages include all messages required for completion of requests. 



· Inter-NPAC SMS Associations – CMIP associations between Peered NPAC SMS



· Inter-NPAC SMS LSMS Association – A CMIP association between two Peered NPAC SMSs that is used to communicate LSMS activity such as Subscription Version activation and Network Data creation from a Primary NPAC SMS to a Peered NPAC SMS.



· Inter-NPAC SMS SOA Association – A CMIP association between two Peered NPAC SMSs that is used to communicate SOA activity, such as porting activity between Service Providers in different Peered NPAC SMS.



Major points/processing flow/high-level requirements:



Inter-NPAC Peering leverages the existing SOA to NPAC SMS and LSMS to NPAC SMS CMIP interface for Inter-NPAC SMS messaging.   This approach simplifies implementation of the Inter-NPAC SMS messaging and does not require the introduction of a different messaging protocol.  While interface impacts for Inter-NPAC Peering are avoided for the existing Service Provider SOA and LSMS to NPAC SMS interfaces, additional data would need to be communicated between peered NPAC SMS systems to improve efficiency. Areas for extensions to Inter-NPAC SMS messaging will be identified in the detailed specifications to be provided.



Two diagrams are provided to give a high level view of the interactions for that would occur between Peered NPAC SMS in a Multi-Administrator Peering Model for porting activity between two Service Providers. The two types of ports that are described are an Intra NPAC Port and an Inter NPAC Port.



Intra-NPAC SMS Port



A port is an Intra-NPAC SMS port when only one NPAC SMS serves both of the Service Providers involved in a port. The following diagram depicts a port with both Service Providers being customers of the same NPAC SMS:






Service Providers porting in the same NPAC SMS (Intra-NPAC port):



1. SOA 1 and SOA 2 served by Vendor A create a pending port for the TN porting form SOA 2



2. SOA 1 activates the TN on the due date



3. TN Activation broadcast is sent to the peered Vendor B



4. TN Activation broadcast is sent to LSMS’ serviced by Vendor A



5. TN Activation broadcast is sent to LSMS’ serviced by Vendor B



Inter-NPAC SMS Port



A port is an Inter-NPAC SMS port when each NPAC SMS serves one of the Service Providers involved in a port. The following diagram depicts a port with both Service Providers being customers of different NPAC SMS:





















Service Providers porting in the different NPAC SMS (Inter-NPAC):



1. SOA 1 serviced by Vendor A creates a pending port for a TN porting from SOA 2



2. Vendor A forwards the create request to Vendor B that serves SOA 2



3. Vendor B creates the pending subscription version and sends notifications to both SOA 1 and SOA 2



4. SOA 1 activates the TN on the due date (SOA 2 concurrence is not shown to reduce complexity of the diagram)



5. TN Activation broadcast is sent from Vendor A to the peered Vendor B



6. TN Activation broadcast is sent to the LSMS’ served by Vendor A



7. TN Activation broadcast is sent to LSMS’ served by Vendor B



Requirements:



TBD



IIS



TBD



GDMO:



TBD



ASN.1:



TBD



Inter-NPAC SOA Associations









Inter-NPAC LSMS Association









Inter-NPAC Associations used for Inter-NPAC Messaging
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Service Provider SOA and LSMS systems connections to their Primary NPAC SMS – Vendor A









Service Provider SOA and LSMS systems connections to their Primary NPAC SMS – Vendor B
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Business Need:


Currently the NPAC supports IPv4 as the Internet addressing protocol.  Due to various corporate initiatives, several Service Providers have inquired about the desire and timeline of the NPAC supporting IPv6 addresses.  The purpose of this change order is to request analysis to determine the feasibility and timing of adding support for IPv6.


What is IPv6?


IPv6 network protocol is the successor to IPv4, the Internet addressing protocol which has been used for many years since the early days of the Internet.  When the Internet was first established, it was a research network and the addressing was limited.  It was never thought that it would be used to connect everything from a mobile phone to a hi-fi or refrigerator.  Opinions vary greatly but current estimates indicate that we will run out of available IPv4 based addresses in the next few years.  IPv6 solves this problem and also introduces new features to improve how the Internet works.  The current IPv4 address space contains 232 or approximately 4.3 billion addresses.  The number of addresses offered by IPv6 is 2128 or approximately 340 undecillion (3.4 x 1038 or 340 trillion networks of one trillion addresses each).


Links for more info on IPv6:


http://en.wikipedia.org/wiki/IPv6


http://www.networkdictionary.com/networking/IPv6vsIPv4.php


How does this affect the NPAC?


Currently, all network communication between service providers and the NPAC (i.e., SOA, LSMS, LTI, web sites, email, etc.) use IPv4 addresses.  In addition to network routing, there is an IPv4 address embedded in the NSAP (Network Service Access Point) used by the OSI stack.  This means there must be changes made for the LNP systems (NPAC, SOA, and LSMS) to use IPv6.








Description of Change:


To facilitate a transition from IPv4 to IPv6 the NPAC should use a dual-stack approach, allowing providers to migrate their networks on their corporate timetable.








FRS:


TBD








IIS:


TBD








GDMO:


TBD








ASN.1:


TBD
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Business Need:


Currently, the NPAC is configured to enable a carrier to have one active SOA connection for a single SPID.  As carrier systems become more complex with a greater need to support high transaction volume, carriers should have the option to enable multiple active connections for the same SPID to the NPAC.  This will enable a carrier to connect to the NPAC from multiple geographical locations to allow business continuity in the event of network failure or single site failure.  Such functionality is very important given carriers have a very small window to respond to porting transaction requests such as defined in Next Day porting.


To illustrate, a carrier would have at its option, an opportunity to construct two (2) or more active SOA connections to the NPAC for the same SPID.  If one of the connections is broken due to a network failure, porting transactions can be diverted to another active NPAC connection thereby reducing business impacts during the porting process.


Use of multiple active SOA connections from a single SPID should be voluntary by carriers who wish to improve their application and network redundancy.  The advantage of having such active-active SOA infrastructure would improve porting efficiency during times of network impairment and natural disasters.


May ’13 LNPAWG meeting:


In order to facilitate the deployment of NANC 449 (CMIP version of Active-Active SOA connection to the NPAC – same SPID), the functionality should be included in the XML interface (NANC 372) as well.





Description of Change:


This change order is being created to analyze and document the change to the NPAC that would allow multiple associations from the same SPID and same function mask at the same time.


The current NPAC behavior (defined in chapter 5 of the IIS) allows a single association based on SPID/Function Mask at any one point in time. If a subsequent association is made, the existing one is terminated.  Section 5.6 (Single Association for SOA/LSMS) states, “A SOA/LSMS system may connect to the NPAC SMS with one association for the same function (same bit mask).  The NPAC SMS will abort any previous associations that use that same function.”  NANC 383 (Separate SOA channel for notifications) was implemented in release 3.3 to allow notifications to be sent over a separate SOA association, but does not allow for multiple associations using the same bit mask which is what is desired.


With this change order, a SOA would be able to connect with a second association using the same SPID value and same function mask values.  This means that both SOA A and SOA B are up running and active at the same time, connected to the same NPAC regions at the same time, and potentially sending/receiving SOA transactions as the same time.


Working assumptions:


· Network data (NPA-NXX, LRN, Dash-X) will be sent to SOA A & B.


· SOA Requests (e.g., NSP SV Create Request) sent from SOA A will have Responses sent back to SOA A (this is required as SOA B does not have the invoke ID of SOA A’s Request).


· Notifications initiated at the NPAC (e.g., SV StatusAttributeValueChange) will be sent to both SOA A and SOA B, regardless of whether SOA A, SOA B, other SP SOA, NPAC personnel, or NPAC business rules initiated the transaction that led to the notification.


· Functionality applies to two (2) or more SOA connections at the same time.


· Performance expectation is on a per SOA basis, not a per SPID basis.


· Notifications would be recoverable such that if SOA A was not associated and notifications were instead sent to SOA B, that SOA A would be able to get those missed notifications via recovery.


· Service Provider tunables (i.e., “SPIDables”) need to be evaluated to determine which can remain at the Service Provider level, and which would need granularity at the SOA level.


· Sep ’13, the full echo-back of data as the initiator is independent of having multiple SOAs defined.


· Nov ’13, with the implementation of NANC 372 (XML Interface), delegation is available when using the XML Interface.


· Mar ’15, notifications that are suppressed (pending implementation of NANC 458) are not sent to SOA A or SOA B.  Request SPID – Delegate SPID relationship will be used for the Active-Active relationship (with the new Active-Active Indicator and the Request SPID attribute), therefore, the initiating and non-initiating Service Provider tunable parameters are no longer needed, and are removed in this version of the document.  In an Active-Active scenario, the new indicator associated with Active-Active identifies an Initiator New SP SOA that does not need echo-back of data (since they were the ones that sent it in the request), and the non-Initiator New SP SOA that does need full echo-back of data (and would receive it in both the Object Creation Notification and the Attribute Value Change Notification), so that they are in sync with the Initiator New SP SOA.






Sep ’12 LNPAWG meeting:


Neustar sent out (8/31/2012) the following note prior to the Sep meeting to facilitate the discussion.


During our analysis of NANC 449 after the discussion at the July 2012 LNPAWG meeting, several questions have come up to which the answers will dictate our next steps with this change order.


Based on the current definition of NANC 449:


1. two or more SOA connections


1. from the same SPID


1. using the same CMIP association function mask information


1. sending/receiving CMIP requests/responses individually


1. receiving NPAC notifications whether or not involved in initial request


Our current NPAC architecture supports the current NPAC requirement (one CMIP association, per SPID, per function mask).  In order to support the 449 notion of two or more, a CMIP change will be required.  Furthermore, the two or more associations must perform the same type of work and support the same optional fields, thereby eliminating the potential for SOA A to support functionality that is different from SOA B for a given SPID.  The functional changes get complicated as we introduce the CMIP changes (e.g., the need for a SOA-Instance-ID to differentiate SOA A from SOA B for items like recovery), and the potential desire to support different message sets.


As an alternative, we have looked at a “relationship” architecture where SOA B uses a different SPID value than the SOA A main SPID value, and within the NPAC we have a “relationship” table that allows B to perform the same functions as A.  For example, a national Service Provider (SPID 2222) is performing an OSP SV Concur.  In one region that message could come from SOA A (2222), and in another region that message could come from SOA B (Y222).  Because the entry in the “relationship” table says that effectively Y222 is the same as 2222, the NPAC edits will accept this message.  For the NSP in both of these ports, they would see the OSP as 2222, thereby not causing confusion that the OSP is Y222.  Additionally, since the “relationship” table is stored solely in the NPAC, this approach does not require 2222 to update any NPAC data to be owned by Y222 (SV ownership still remains with 2222).


Please discuss this internally and be prepared to provide input during the Sep 2012 LNPAWG meeting (change management agenda item):


1. Current 449 definition


0. Higher development level of effort


0. All SOAs must support same functionality


0. Requires CMIP changes to GDMO and ASN.1


1.  “relationship” approach


1. Requires setup of “related” SPID in NPAC data, but not stored in local systems


1. All SOAs can support whatever optional data they wish to support (settings at the SPID level)


1. Does not require CMIP changes


1. Does not require any changes to existing NPAC data (e.g., nothing is changed to be owned by Y222)





Apr ’13:


In preparation for discussion at the May 2013 LNPAWG meeting, Comcast has provided an update to NANC 449.


In addition to multiple connections to the NPAC, the following functionality should be considered in order to support the carrier option of a NANC 449 solution:


1. Add the echo-back of LRN, GTT and Optional data fields in order to achieve consistent and complete data for both instances (SOA A/SOA B).  This will be required because the LRN, GTT and Optional data are expected to originate from a single instance only and are not returned by the NPAC today in the Object Creation Notification.  Hence, the non-originating instance would be missing this information.



2. Add a new field to the New Service Provider Create Request, “Order ID”.  This field, resident in many SOAs today, allows the SOA to coordinate ordering system information with NPAC porting information.  Consideration for other data fields or elements would be included to support use of other SOA systems in use by other service providers.  This new field will be included on both the New Service Provider Create Request and the echo-back information in #1 above to the non-originating instance.  This would ensure multiple  instances of SOA connectivity would contain complete and synchronized data.





May ’13 LNPAWG meeting:


After discussion about having Active-Active SOA connection functionality in the new XML interface defined in NANC 372, the group agreed to include that functionality in this change order.  So, all references for Active-Active SOA will apply to both the CMIP interface and the XML interface.  The group also agreed to change the new SOA field from “Order ID” to “Cross-Reference ID”.  Neustar agreed to add draft requirements to this document to facilitate discussion at the July meeting.





[bookmark: _Toc59881639]Jul ’13 LNPAWG meeting:


The various flavors of echo-back were discussed.  As a result, an additional feature will be added that allows a SOA (whether the initiator of a request, or the non-initator of a request) to indicate a preference on full echo-back for an ObjectCreationNotification and an AttributeValueChangeNotification.





Sep ’13 LNPAWG meeting:


Upon further discussion, all notifications will go to both SOA A and SOA B.  Also, the echo-back will now be associated with the New SP only (no need to echo routing data to the Old SP, this will be removed from the requirements).  This applies to an ObjectCreationNotification and an AttributeValueChangeNotification.





Nov ’13 LNPAWG meeting:


The use of the Delegation Model for Active-Active SOA applies to both the CMIP interface and the XML interface.





Mar ’15 LNPAWG meeting:


Discussed as to whether or not the requirements were up-to-date in light of the development work that has taken place since this change order was initially introduced.  Functionality such as XML and Notification Suppression will be synced-up in the requirements of this change order for review during the next meeting.





May ’15 LNPAWG meeting:


The updates for XML and Notification Suppression were discussed.  Updates (to include Number Pool Blocks, and LSMS Query Response) will be made and reviewed during the July meeting.





Jul ’15 LNPAWG meeting:


The updates for Customer support indicators, Number Pool Blocks, and LSMS Query Response were discussed.  Updates (to queries, number pool block) will be made and reviewed during the September meeting.












Requirements:


Section 1.2, NPAC SMS Functional Overview


Add a new section that describes the functionality of the Active-Active SOA scenario.  See Description of Change above.


Section 3.1, NPAC SMS Data Models


Add new attributes for the Active-Active SOA (Active-Active for echo-back, cross-reference ID).  See below:





			
NPAC CUSTOMER DATA MODEL





			Attribute Name


			Type (Size) 


			Required


			Description





			[snip]


			


			


			





			NPAC Customer Cross-Reference ID Indicator – SOA


			B


			


			A Boolean that indicates whether the NPAC Customer (SOA) supports Cross-Reference ID in Subscription Version records (create and modify prior to activation, query response), and Number Pool Block records (create by SOA, query response).


The default value is False.





			NPAC Customer Cross-Reference ID Indicator – LSMS


			B


			


			A Boolean that indicates whether the NPAC Customer (LSMS) supports Cross-Reference ID in Subscription Version records (query response), and Number Pool Block records (query response).


The default value is False.





			NPAC Customer Cross-Reference ID Indicator – LTI


			B


			


			A Boolean that indicates whether the NPAC Customer (LTI) supports Cross-Reference ID in Subscription Version records (create and modify prior to activation, query response), and Number Pool Block records (query response).


The default value is False.





			[snip]


			


			


			








Table 3-2 NPAC Customer Data Model








			NPAC CUSTOMER REQUEST-DELEGATE DATA MODEL





			Attribute Name


			Type (Size)


			Required


			Description





			Request NPAC Customer ID


			C (4)


			


			An alphanumeric code which uniquely identifies an NPAC Customer that will act as a request SPID





			Delegate NPAC Customer ID


			C (4)


			


			An alphanumeric code that uniquely identifies an NPAC Customer that will act as a delegate SPID associated with a request SPID.





			[bookmark: _Toc415487526][bookmark: _Toc415487585]NPAC Customer Active-Active Indicator


			B


			


			A Boolean that indicates whether the NPAC Customer in this Request SPID – Delegate SPID entry is an Active-Active Relationship, thereby allowing the echo-back of subscription version data to the non-Initiator New Service Provider SOA.


This only applies to a SOA-to-SOA relationship.


The default value is False.








Table 3‑6 NPAC Customer Request-Delegate Data Model








			SUBSCRIPTION VERSION DATA MODEL





			Attribute Name


			Type (Size)


			Required


			Description





			[snip]


			


			


			





			[bookmark: _Toc365876004][bookmark: _Toc368562172][bookmark: _Ref377212546][bookmark: _Ref377214451][bookmark: _Ref377214486][bookmark: _Ref379878757][bookmark: _Ref380305391][bookmark: _Ref380561759][bookmark: _Ref380561900][bookmark: _Ref380811299][bookmark: _Ref380811701][bookmark: _Ref411679858][bookmark: _Ref419620543][bookmark: _Ref436023959][bookmark: _Ref436023999][bookmark: _Ref436024023][bookmark: _Ref436024071][bookmark: _Ref377214446][bookmark: _Toc381720300][bookmark: _Toc436023452][bookmark: _Toc436025906][bookmark: _Toc436026066][bookmark: _Toc436037428][bookmark: _Toc437674411][bookmark: _Toc437674744][bookmark: _Toc437674970][bookmark: _Toc437675488][bookmark: _Toc463062923][bookmark: _Toc463063430]Cross-Reference ID


			C ( 25)


			


			An alphanumeric code which identifies a Cross-Reference ID or Cross-Reference Number from the service provider’s ordering system into the SOA.


This optional field may only be specified if the service provider SOA supports Cross-Reference ID.





			[bookmark: _Toc279510778][snip]


			


			


			








Table 3‑7 Subscription Version Data Model

















			NUMBER POOLING BLOCK HOLDER INFORMATION DATA MODEL





			Attribute Name


			Type (Size)


			Required


			Description





			[snip]


			


			


			





			Cross-Reference ID


			C ( 25)


			


			An alphanumeric code which identifies a Cross-Reference ID or Cross-Reference Number from the service provider’s ordering system into the SOA.


This optional field may only be specified if the service provider SOA supports Cross-Reference ID.





			[snip]


			


			


			








[bookmark: _Toc415487529][bookmark: _Toc415487588]Table 3‑9 Number Pooling Block Holder Information Data Model









Section 3.1.3, Block Holder, Addition


RR3-149	Addition of Number Pooling Block Holder Information – Field-level Data Validation


NPAC SMS shall perform field-level data validations to ensure that the value formats for the following input data, is valid according to the formats specified in the Subscription Version Data Model upon Block creation for a Number Pool:  (Previously B-250, reference NANC 399)


NPA-NXX-X Holder SPID


NPA-NXX-X


LRN (pseudo-LRN value of 000-000-0000)


Class DPC


Class SSN


LIDB DPC


LIDB SSN


CNAM DPC


CNAM SSN


ISVM DPC


ISVM SSN


WSMSC DPC  (if supported by the Block Holder SOA)


WSMSC SSN  (if supported by the Block Holder SOA)


Number Pool Block SV Type (if supported by the Block Holder SOA)


Alternative SPID (if supported by the Block Holder SOA)


Last Alternative SPID (if supported by the Block Holder SOA)


Alt-End User Location Value (if supported by the Block Holder SOA)


Alt-End User Location Type (if supported by the Block Holder SOA)


Alt-Billing ID (if supported by the Block Holder SOA)


Voice URI (if supported by the Block Holder SOA)


MMS URI (if supported by the Block Holder SOA)


SMS URI (if supported by the Block Holder SOA)


Cross-Reference ID (if supported by the Block Holder SOA)





Section 3.2, NPAC Personnel Functionality


Add new requirements for Mass Update/Mass Create that involves echo-back.





R3-7.1	Select Subscription Versions mass changes for one or more Subscription Versions


NPAC SMS shall allow Service Provider Personnel, via the NPAC Low-Tech Interface, and NPAC personnel, via the NPAC Administrative Interface, to select Subscription Versions for mass update which match a user defined combination of any of the following: SPID, LNP Type (any single LNP Type or none), TN, TN range (NPA-NXX-xxxx through yyyy, where yyyy is greater than xxxx), LRN, DPC values, SSN values, Billing ID, End User Location Type, or End User Location Value, or Cross-Reference ID (pending-like SVs only).  (Previously part of B-760 and B-761)


Note: If a single LNP Type is selected, then only that LNP Type will be used, otherwise, if no LNP Type is selected, then no restriction is imposed on the LNP Type as a selection criteria.


R3-7.2 	Administer Mass update on one or more selected Subscription Versions


NPAC SMS shall allow Service Provider Personnel, via the NPAC Low-Tech Interface, and NPAC personnel, via the NPAC Administrative Interface, to specify a mass update action to be applied against all Subscription Versions selected (except for Subscription Versions with a status of old, partial failure, sending, disconnect pending or canceled) for LRN, DPC values, SSN values, SV Type, Alternative SPID, Last Alternative SPID, Alt-End User Location Value, Alt-End User Location Type, Alt-Billing ID, Voice URI, MMS URI, SMS URI, Billing ID, End User Location Type, or End User Location Value, or Cross-Reference ID (pending-like SVs only). (reference NANC 399)


Note: Service Provider Personnel are limited to LRN, DPCs, and SSNs.


Req 1	Mass Update – Active-Active SOA – Notify non-Initiator New Service Provider SOA with all data in the Attribute Value Change Notification to the New Service Provider


NPAC SMS shall allow Service Provider Personnel, via the NPAC Low-Tech Interface, and NPAC Personnel, via the NPAC Administrative Interface, to perform a Mass Update in an Active-Active SOA scenario, and notify the non-Initiator New Service Provider SOA of all modified Subscription Version data in the Attribute Value Change Notification when the Service Provider Active-Active Indicator is TRUE.


Req 2	Mass Create – Active-Active SOA – Notify non-Initiator New Service Provider SOA with all data in the Object Creation Notification to the New Service Provider


NPAC SMS shall allow Service Provider Personnel, via the NPAC Low-Tech Interface, and NPAC Personnel, via the NPAC Administrative Interface, to perform a Mass Create in an Active-Active SOA scenario, and notify the non-Initiator New Service Provider SOA of all Subscription Version data in the Object Creation Notification when the Service Provider Active-Active Indicator is TRUE.


Note:  Adding the echo-back of all data in the Object Creation Notification allows both New Service Provider SOA A and New Service Provider SOA B to have data such as LRN, GTT, Optional data, and Cross-Reference ID (if supported by the Service Provider SOA).





3.8.5, Notification Suppression section, update intro paragraph to include CMIP Interface.


This functionality applies to the XML interface, the CMIP Interface, the NPAC Administrative GUI Interface, and the Service Provider Low-Tech Interface.





3.9.x, new section, Cross-Reference ID Indicator





Req 3	Service Provider SOA Cross-Reference ID Indicator


NPAC SMS shall provide a Service Provider SOA Cross-Reference ID Indicator tunable parameter which defines whether this SOA supports Cross-Reference ID functionality when sending in New Service Provider SV/NPB Create Requests and receiving SV/NPB Query Responses.


Req 4	Service Provider SOA Cross-Reference ID Indicator Default


NPAC SMS shall default the Service Provider SOA Cross-Reference ID Indicator to FALSE.


Req 5	Service Provider SOA Cross-Reference ID Indicator Modification


NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to modify the Service Provider SOA Cross-Reference ID Indicator tunable parameter.


Req 6	Service Provider LSMS Cross-Reference ID Indicator


NPAC SMS shall provide a Service Provider LSMS Cross-Reference ID Indicator tunable parameter which defines whether this LSMS supports Cross-Reference ID functionality when receiving SV/NPB Query Responses.


Req 7	Service Provider LSMS Cross-Reference ID Indicator Default


NPAC SMS shall default the Service Provider LSMS Cross-Reference ID Indicator to FALSE.


Req 8	Service Provider LSMS Cross-Reference ID Indicator Modification


NPAC SMS shall allow NPAC Personnel, via the NPAC Administrative Interface, to modify the Service Provider LSMS Cross-Reference ID Indicator tunable parameter.





3.13.3, Block Holder, Addition





Req 9	Activate Number Pool Block – Active-Active SOA – Create Notifications


NPAC SMS shall, in an Active-Active SOA scenario, for all Number Pool Block create messages applicable to SOA A, also notify SOA B.








3.13.6, Block Holder, Query





Req 10	Query of Number Pool Block Holder Information for Cross-Reference ID Indicator – Service Provider Personnel – SOA Interface


NPAC SMS shall allow a Service Provider SOA via the SOA-to-NPAC SMS Interface, to receive a query response of Block Holder Information that includes Cross-Reference ID Indicator, if the value in the requesting Service Provider’s SOA Cross-Reference ID Indicator is set to TRUE.


Req 11	Query of Number Pool Block Holder Information for Cross-Reference ID Indicator – Service Provider Personnel – LSMS Interface


NPAC SMS shall allow a Service Provider Local SMS via the NPAC SMS-to-Local SMS Interface, to receive a query response of Block Holder Information that includes Cross-Reference ID Indicator, if the value in the requesting Service Provider’s LSMS Cross-Reference ID Indicator is set to TRUE.


Req 12	Query of Number Pool Block Holder Information for Cross-Reference ID Indicator – Service Provider Personnel – LTI


NPAC SMS shall allow a Service Provider via the NPAC SOA Low-tech Interface, to receive a query response of Block Holder Information that includes Cross-Reference ID Indicator, if the Service Provider Low-Tech Interface Cross-Reference ID Indicator is TRUE.





5.1, Subscription Version Management





Req 13	Subscription Version – Active-Active SOA – All Notifications


NPAC SMS shall, in an Active-Active SOA scenario, for all Subscription Version changes applicable to SOA A, also notify SOA B.


Note:  This applies to both a New Service Provider SOA and an Old Service Provider SOA.


R5‑16	Create Inter-Service Provider (non-PTO) Subscription Version - New Service Provider Optional input data


NPAC SMS shall accept the following optional fields from NPAC personnel or the new Service Provider upon Subscription Version creation for an Inter-Service Provider port, when the Porting to Original flag is set to False:  (reference NANC 399)


· Billing Service Provider ID


· End‑User Location ‑ Value


· End‑User Location ‑ Type


· Alternative SPID (if supported by the Service Provider SOA)


· Last Alternative SPID (if supported by the Service Provider SOA)


· Voice URI (if supported by the Service Provider SOA)


· MMS URI (if supported by the Service Provider SOA)


· SMS URI (if supported by the Service Provider SOA)


· Cross-Reference ID (if supported by the Service Provider SOA)


Req 14	Create Subscription Version – Cross-Reference ID


NPAC SMS shall accept the following optional field from NPAC Personnel or the new Service Provider upon Subscription Version creation, when the Porting to Original flag is set to True:


· Cross-Reference ID (if supported by the Service Provider SOA)


R5‑18.1	Create Subscription Version - Field-level Data Validation


NPAC SMS shall perform field-level data validations to ensure that the value formats for the following input data, if supplied, is valid according to the formats specified in Table 3-6 upon Subscription Version creation for an Inter-Service Provider port:  (reference NANC 399)


· LNP Type


· [snip]


· New SP Medium Timer Indicator (if supported by the Service Provider SOA)


· Old SP Medium Timer Indicator (if supported by the Service Provider SOA)


· Cross-Reference ID (if supported by the Service Provider SOA)


RR5-5	Create “Intra-Service Provider Port” (non-PTO) Subscription Version - Current Service Provider Optional Input Data


NPAC SMS shall accept the following optional fields from the NPAC personnel or the Current Service Provider upon a Subscription Version Creation for an Intra-Service Provider port, when the Porting to Original flag is set to False:  (reference NANC 399)


· Billing Service Provider ID


· [snip]


· MMS URI (if supported by the Service Provider SOA)


· SMS URI (if supported by the Service Provider SOA)


· Cross-Reference ID (if supported by the Service Provider SOA)


RR5-6.1	Create “Intra-Service Provider Port” Subscription Version - Field-level Data Validation


NPAC SMS shall perform field-level data validations to ensure that the value formats for the following input data, if supplied, is valid according to the formats specified in Table 3-6 upon Subscription Version creation for an Intra-Service Provider port:  (reference NANC 399)


· LNP Type


· [snip]


· MMS URI (if supported by the Service Provider SOA)


· SMS URI (if supported by the Service Provider SOA)


· Cross-Reference ID (if supported by the Service Provider SOA)


Req 15	Create Subscription Version – Active-Active SOA – Notify Non-Initiating SOA with all data in the Object Creation Notification to the New Service Provider


NPAC SMS shall, in an Active-Active SOA scenario when the Active-Active Indicator is TRUE, notify the non-originating SOA of all Subscription Version data in the Object Creation Notification.


Note:  Adding the echo-back of all data in the Object Creation Notification allows the non-originating SOA to receive data such as LRN, GTT, Optional data, and Cross-Reference ID (if supported by the Service Provider SOA).  The originating SOA already has this data as it was sent to the NPAC in the request.


Req 16	Create Subscription Version – Active-Active SOA – Notify Non-Initiating SOA with all modified data in an Attribute Value Change Notification to the New Service Provider


NPAC SMS shall, in an Active-Active SOA scenario when the Active-Active Indicator is TRUE, notify the non-originating SOA of all modified Subscription Version data in the Attribute Value Change Notification.


Note:  Adding the echo-back of all modified data in the Attribute Value Change Notification (second Create of an SV, or modify-pending of an SV) allows the non-originating SOA to receive data such as LRN, GTT, Optional data, and Cross-Reference ID (if supported by the Service Provider SOA).


R5‑27.1	Modify Subscription Version - New Service Provider Data Values


NPAC SMS shall allow the following data to be modified in a pending or conflict Subscription Version for an Inter-Service Provider or Intra-Service Provider port by the new/current Service Provider or NPAC personnel:  (reference NANC 399)


· Location Routing Number (LRN) ‑ the identifier of the ported to switch (excluding setting or removing a pseudo-LRN).


· Due Date ‑ date on which transfer of service from old facilities‑based Service Provider to new facilities-based Service Provider is planned to occur.


· Class DPC


· Class SSN


· LIDB DPC


· LIDB SSN


· CNAM DPC


· CNAM SSN


· ISVM DPC


· ISVM SSN


· WSMSC DPC (if supported by the Service Provider SOA)


· WSMSC SSN (if supported by the Service Provider SOA)


· SV Type (if supported by the Service Provider SOA)


· Alternative SPID (if supported by the Service Provider SOA)


· Last Alternative SPID (if supported by the Service Provider SOA)


· Alt-End User Location Value (if supported by the Service Provider SOA)


· Alt-End User Location Type (if supported by the Service Provider SOA)


· Alt-Billing ID (if supported by the Service Provider SOA)


· Voice URI (if supported by the Service Provider SOA)


· MMS URI (if supported by the Service Provider SOA)


· SMS URI (if supported by the Service Provider SOA)


· New SP Medium Timer Indicator (if supported by the Service Provider SOA)


· Cross-Reference ID (if supported by the Service Provider SOA)


R5-27.2	Modify “porting to original” Subscription Version - New Service Provider Data Values


NPAC SMS shall allow the following data to be modified in a pending, or conflict Subscription Version for a “porting to original” port by the new Service Provider or NPAC personnel:


· Due Date - New Service Provider date on which “port to original” is planned to occur.


· New SP Medium Timer Indicator (if supported by the Service Provider SOA)


· Cross-Reference ID (if supported by the Service Provider SOA)


R5‑28	Modify (non-PTO) Subscription Version - New Service Provider Optional input data


NPAC SMS shall accept the following optional fields from the NPAC personnel or the new Service Provider upon modification of a pending or conflict Subscription version, when the Porting to Original flag is set to False:  (reference NANC 399)


· Billing Service Provider ID


· [snip]


· MMS URI (if supported by the Service Provider SOA)


· SMS URI (if supported by the Service Provider SOA)


· Cross-Reference ID (if supported by the Service Provider SOA)


RR5-181	Modify (PTO) Subscription Version – New Service Provider Optional input data


NPAC SMS shall accept the following optional fields from the NPAC Personnel or the new Service Provider, when the Porting to Original flag is set to True, upon modification of a pending or conflict subscription version:


· Billing Service Provider ID


· End‑User Location ‑ Value


· End‑User Location ‑ Type


· Cross-Reference ID (if supported by the Service Provider SOA)


R5‑29.1	Modify Subscription Version - Field-level Data Validation


NPAC SMS shall perform field-level data validations to ensure that the value formats for the following input data, if supplied, is valid according to the formats specified in Table 3-6 upon Subscription Version modification.  (reference NANC 399)


· LNP Type


· [snip]


· New SP Medium Timer Indicator (if supported by the New Service Provider SOA)


· Old SP Medium Timer Indicator (if supported by the Old Service Provider SOA)


· Cross-Reference ID (if supported by the Service Provider SOA)


R5‑31.3	Modify Subscription Version - Successful Modification Notification


NPAC SMS shall send an appropriate message to the old and new Service Providers upon successful modification of a Subscription Version.


Note:  Pending Subscription Version notifications for pseudo-LRN are only sent if the NPAC Customer SOA Pseudo-LRN Indicator is set to TRUE and the NPAC Customer SOA Pseudo-LRN Notification Indicator is set to TRUE.


Note:  Pending Subscription Version notifications for active-active SOA scenarios will include all modified Subscription Version data  to the non-Initiator New Service Provider SOA.


R5-40.3	Modify Active Subscription Version - Modification Success User Notification


NPAC SMS shall notify the originating user indicating successful modification of an active Subscription Version.


Note:  Active Subscription Version notifications for active-active SOA scenarios will include all modified Subscription Version data to the non-Initiator New Service Provider SOA.


R5-74.3	Query Subscription Version - Output Data - SOA


NPAC SMS shall return the following output data for a Subscription Version query request initiated by NPAC personnel or a SOA to NPAC SMS interface user:  (reference NANC 399)


· Subscription Version ID


· [snip]


· New SP Medium Timer Indicator (if supported by the Service Provider SOA)


· Old SP Medium Timer Indicator (if supported by the Service Provider SOA)


· Cross-Reference ID (if supported by the Service Provider SOA)


Note: If the New SP Medium Timer Indicator value or Old SP Medium Timer Indicator value is not set on the Subscription Version, then it will not be returned in the query response.


R5-74.4	Query Subscription Version - Output Data - LSMS


NPAC SMS shall return the following output data for a Subscription Version query request initiated over the NPAC SMS to Local SMS interface:  (reference NANC 399)


· Subscription Version ID


· [snip]


· MMS URI (if supported by the Service Provider LSMS)


· SMS URI (if supported by the Service Provider LSMS)


Cross-Reference ID (if supported by the Service Provider LSMS)








[bookmark: _Toc415487460]6.14	XML Message and CMIP Message Delegation


With the implementation of NANC 449, Active-Active SOA, the NPAC Delegation function applies to both the CMIP Interface and the XML Interface.





RR6-237	XML Message and CMIP Message Delegation – Functionality


NPAC SMS shall support a delegation mechanism in the XML interface and the CMIP Interface that allows a delegate SPID SOA to submit a request on behalf of a request SPID SOA.  (Previously NANC 372, Req 32)


Note:  Upon validation of the SOA delegation relationship, the request is evaluated as if received from the request SPID.  The response to a request is sent to the delegate SPID, not the request SPID.  Delegation applies to the SOA, not to the LSMS.


RR6-238	XML Message and CMIP Message Delegation – Relationship Establishment


NPAC SMS shall provide a mechanism for NPAC Personnel to establish the SOA delegation relationship of a delegate SPID to a request SPID via the NPAC Administrative Interface.  (Previously NANC 372, Req 33)


Note:  The SOA delegation relationship can be from any one SPID to any other SPID.  Delegation applies to the XML SOA, the CMIP SOA, and NPAC Low-Tech Interface, not to the LSMS.


RR6-239	XML Message and CMIP Message Delegation – Relationship Removal by NPAC Personnel


NPAC SMS shall provide a mechanism for NPAC Personnel to remove the SOA delegation relationship of the delegate SPID to the request SPID via the NPAC Administrative Interface.  (Previously NANC 372, Req 34)


Note:  Messages queued for the request SPID as a result of an activity from the delegate SPID will not be affected.


RR6-240	XML Message and CMIP Message Delegation – Relationship Removal upon SPID Removal


NPAC SMS shall remove the SOA delegation relationship of the delegate SPID to the request SPID upon deletion of the delegate SPID.  (Previously NANC 372, Req 35)


RR6-241	XML Message and CMIP Message Delegation – Notifications


NPAC SMS shall send all notifications for a request SPID to both the request SPID and the delegate SPID(s).  (Previously NANC 372, Req 36)


Note:  The delegate SPID(s) must support the notification in order to receive it.


RR6-242	XML SPID and CMIP SPID Delegation – Audit Requests


NPAC SMS shall not allow an audit request to be submitted by a delegate on behalf of a request SPID.  (Previously NANC 372, Req 37)


Note:  Delegates should request audits using their own SPID value.


RR6-243	SPID Delegation – NPAC Personnel


NPAC SMS shall allow NPAC Personnel to view all request SPIDs related to a delegate SPID via the NPAC Administrative Interface.  (Previously NANC 372, Req 38)












IIS:


Update section 2.2 (updated text in yellow highlight).


Multiple associations per service provider to the NPAC SMS can be supported when using different function masks.  Active-Active SOA functionality can be supported by using the NPAC Delegation function.  The secure association establishment is described in Section 5.





Update section 5.6 (updated text in yellow highlight).


[bookmark: _Toc116975748][bookmark: _Toc294800220]Single Association for SOA/LSMS


A SOA/LSMS system may connect to the NPAC SMS with one association for the same function (same bit mask).  The NPAC SMS will abort any previous associations that use that same function.  Active-Active SOA functionality can be supported by using the NPAC Delegation function.





Part II, update the following flow descriptions to indicate Cross-Reference ID as an optional attribute.  Add a note to the descriptions that notifications for Active-Active scenarios are sent to both New Service Provider SOAs (only non-Initiator gets full echo-back of data), and that modify scenarios have notifications that include all modified attributes to the non-Initiator:


1. B.4.4.1, Number Pool Block Create/Activate by the SOA


2. B.4.4.33, Number Pool Block Query by the Block Holder SOA


3. B.5.1.2, Subscription Version Create by the Initial SOA (New Service Provider)


4. B.5.1.3, Subscription Version Create by the Second SOA (New Service Provider)


5. B.5.2.3, Subscription Version Modify Prior to Activate Using M-ACTION


6. B.5.2.4, Subscription Version Modify Prior to Activate Using M-SET


7. B.5.6, Subscription Version Query












GDMO:


-- 21.0 LNP NPAC Subscription Version Managed Object Class





subscriptionVersionNPAC MANAGED OBJECT CLASS


    DERIVED FROM subscriptionVersion;


    CHARACTERIZED BY


        subscriptionVersionNPAC-Pkg;


    REGISTERED AS {LNP-OIDS.lnp-objectClass 21};


   


subscriptionVersionNPAC-Pkg PACKAGE


    BEHAVIOUR


        subscriptionVersionNPAC-Definition,


        subscriptionVersionNPAC-Behavior-1,


        subscriptionVersionNPAC-Behavior-2;


    ATTRIBUTES


        subscriptionVersionStatus GET-REPLACE,


        subscriptionOldSP GET-REPLACE,


        subscriptionNewSP-DueDate GET-REPLACE,


        subscriptionNewSP-CreationTimeStamp GET-REPLACE,


        subscriptionOldSP-DueDate GET-REPLACE,


        subscriptionOldSP-Authorization GET-REPLACE,


        subscriptionStatusChangeCauseCode GET-REPLACE,


        subscriptionOldSP-AuthorizationTimeStamp GET-REPLACE,


        subscriptionBroadcastTimeStamp GET-REPLACE,


        subscriptionConflictTimeStamp GET-REPLACE,


        subscriptionCustomerDisconnectDate GET-REPLACE,


        subscriptionEffectiveReleaseDate GET-REPLACE,


        subscriptionDisconnectCompleteTimeStamp GET-REPLACE,


        subscriptionCancellationTimeStamp GET-REPLACE,


        subscriptionCreationTimeStamp GET-REPLACE,


        subscriptionFailed-SP-List GET-REPLACE,


        subscriptionModifiedTimeStamp GET-REPLACE,


        subscriptionOldTimeStamp GET-REPLACE,


        subscriptionOldSP-CancellationTimeStamp GET-REPLACE,


        subscriptionNewSP-CancellationTimeStamp GET-REPLACE,


        subscriptionOldSP-ConflictResolutionTimeStamp GET-REPLACE,


        subscriptionNewSP-ConflictResolutionTimeStamp GET-REPLACE,


        subscriptionPortingToOriginal-SPSwitch GET-REPLACE,


        subscriptionPreCancellationStatus GET-REPLACE,


        subscriptionTimerType GET-REPLACE,


        subscriptionBusinessType GET-REPLACE,


        subscriptionNewSPMediumTimerIndicator GET-REPLACE,


        subscriptionOldSPMediumTimerIndicator GET-REPLACE,


        subscriptionCrossRefId GET-REPLACE,


        subscriptionRequestSP GET-REPLACE,


        subscriptionInitiatorSuppIndicator GET-REPLACE,


        subscriptionRequestorSuppIndicator GET-REPLACE,


        subscriptionOtherSuppIndicator GET-REPLACE;


[snip]


subscriptionVersionNPAC-Behavior-1 BEHAVIOUR


    DEFINED AS !


        NPAC SMS Managed Object for the SOA to NPAC SMS and the Local SMS to


        NPAC SMS interface.


[snip]


  


        New service provider SOAs can only modify the following attributes:


  


        subscriptionLRN


        subscriptionNewSP-DueDate


        subscriptionCLASS-DPC


        subscriptionCLASS-SSN


        subscriptionLIDB-DPC


        subscriptionLIDB-SSN


        subscriptionCNAM-DPC


        subscriptionCNAM-SSN


        subscriptionISVM-DPC


        subscriptionISVM-SSN


        subscriptionWSMSC-DPC


        subscriptionWSMSC-SSN


        subscriptionEndUserLocationValue


        subscriptionEndUserLocationType


        subscriptionBillingId


        subscriptionSvType


        subscriptionOptionalData


        subscriptionNewSPMediumTimerIndicator


        subscriptionCrossRefId


    !;


  


subscriptionVersionNPAC-Behavior-2 BEHAVIOUR


    DEFINED AS !


[snip]


        The subscriptionCrossRefId is only returned on SOA/LSMS queries


        to service providers that support the cross-reference ID.





        The Delegation function is supported through the use of the


        Request SPID attribute.





        The Notification Suppression function is supported, and can


        suppress notifications for Grantor, Delegates, and Other


        Service Provider.


[snip]








-- 30.0 Number Pool Block NPAC Data Managed Object Class


--


numberPoolBlockNPAC MANAGED OBJECT CLASS


    DERIVED FROM numberPoolBlock;


    CHARACTERIZED BY


        numberPoolBlockNPAC-Pkg;


    REGISTERED AS {LNP-OIDS.lnp-objectClass 30};





numberPoolBlockNPAC-Pkg PACKAGE


    BEHAVIOUR


        numberPoolBlockNPAC-Definition,


        numberPoolBlockNPAC-Behavior;


    ATTRIBUTES


        numberPoolBlockBroadcastTimeStamp GET,


        numberPoolBlockCreationTimeStamp GET,


        numberPoolBlockDisconnectCompleteTimeStamp GET,


        numberPoolBlockModifiedTimeStamp GET,


        numberPoolBlockSOA-Origination GET-REPLACE,


        numberPoolBlockStatus GET,


        numberPoolBlockFailed-SP-List GET,


        numberPoolBlockCrossRefId GET,


        numberPoolBlockRequestSP GET-REPLACE,


        numberPoolBlockInitiatorSuppIndicator GET-REPLACE,


        numberPoolBlockRequestorSuppIndicator GET-REPLACE,


        numberPoolBlockOtherSuppIndicator GET-REPLACE;


    NOTIFICATIONS


        numberPoolBlockStatusAttributeValueChange,


        "CCITT Rec. X.721 (1992) | ISO/IEC 10165-2 : 1992":attributeValueChange


            accessControlParameter numberPoolBlockNPA-NXX-XParameter,


        "CCITT Rec. X.721 (1992) | ISO/IEC 10165-2 : 1992":objectCreation


            accessControlParameter;


    ;





numberPoolBlockNPAC-Definition BEHAVIOUR


    DEFINED AS !


        The numberPoolBlock class is the managed object


        used to identify number pool block NPAC information.


    !;





numberPoolBlockNPAC-Behavior BEHAVIOUR


    DEFINED AS !


[snip]


        The numberPoolBlockCrossRefId is only returned on SOA/LSMS queries


        to service providers that support the cross-reference ID.





        The Delegation function is supported through the use of the


        Request SPID attribute.





        The Notification Suppression function is supported, and can


        suppress notifications for Grantor, Delegates, and Other


        Service Provider.


[snip]








-- 999.0 LNP Subscription Cross Ref Id





subscriptionCrossRefId ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.CrossRefId;


    MATCHES FOR EQUALITY;


    BEHAVIOUR subscriptionCrossRefIdBehavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 999};





subscriptionCrossRefIdBehavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the Cross Reference Id for the


        subscription version.


!;  








-- 999.0 LNP Subscription Initiator Suppression Indicator





subscriptionInitiatorSuppIndicator ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.SelfNotifSuppIndicator;


    MATCHES FOR EQUALITY;


    BEHAVIOUR subscriptionInitiatorSuppBehavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute xxx};





subscriptionInitiatorSuppBehavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the subscription version Initiator


        Notification Suppression indicator on whether or not notifications


        should be suppressed.


!;








-- 999.0 LNP Subscription Requestor Suppression Indicator





subscriptionRequestorSuppIndicator ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.NotifSuppIndicator;


    MATCHES FOR EQUALITY;


    BEHAVIOUR subscriptionRequestorSuppBehavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute xxx};





subscriptionRequestorSuppBehavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the subscription version Requestor


        Notification Suppression indicator on whether or not notifications


        should be suppressed.


!;








-- 999.0 LNP Subscription Other Suppression Indicator





subscriptionOtherSuppIndicator ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.NotifSuppIndicator;


    MATCHES FOR EQUALITY;


    BEHAVIOUR subscriptionOtherSuppBehavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute xxx};





subscriptionOtherSuppBehavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the subscription version Other


        Notification Suppression indicator on whether or not notifications


        should be suppressed.


!;











-- 999.0 LNP Subscription Request Service Provider





subscriptionRequestSP ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.ServiceProvId;


    MATCHES FOR EQUALITY, ORDERING;


    BEHAVIOUR subscriptionRequestSPBehavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 999};





subscriptionRequestSPBehavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the subscription Request


        Service Provider for a subscription version.





        This attribute is also used to store the Request service provider


        id for a service provider request.


!;








-- 999.0 LNP Number Pool Block Cross Ref Id





numberPoolBlockCrossRefId ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.CrossRefId;


    MATCHES FOR EQUALITY;


    BEHAVIOUR numberPoolBlockCrossRefIdBehavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 999};





numberPoolBlockCrossRefIdBehavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the Cross Reference Id for the


        number pool block.


!;  








-- 999.0 LNP Number Pool Block Initiator Suppression Indicator





numberPoolBlockInitiatorSuppIndicator ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.SelfNotifSuppIndicator;


    MATCHES FOR EQUALITY;


    BEHAVIOUR numberPoolBlockInitiatorSuppBehavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute xxx};





numberPoolBlockInitiatorSuppBehavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the Number Pool Block Initiator


        Notification Suppression indicator on whether or not notifications


        should be suppressed.


!;








-- 999.0 LNP Number Pool Block Requestor Suppression Indicator





numberPoolBlockRequestorSuppIndicator ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.NotifSuppIndicator;


    MATCHES FOR EQUALITY;


    BEHAVIOUR numberPoolBlockRequestorSuppBehavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute xxx};





numberPoolBlockRequestorSuppBehavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the Number Pool Block Requestor


        Notification Suppression indicator on whether or not notifications


        should be suppressed.


!;








-- 999.0 LNP Number Pool Block Other Suppression Indicator





numberPoolBlockOtherSuppIndicator ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.NotifSuppIndicator;


    MATCHES FOR EQUALITY;


    BEHAVIOUR numberPoolBlockOtherSuppBehavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute xxx};





numberPoolBlockOtherSuppBehavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the Number Pool Block Other


        Notification Suppression indicator on whether or not notifications


        should be suppressed.


!;








-- 999.0 LNP Number Pool Block Request Service Provider





numberPoolBlockRequestSP ATTRIBUTE


    WITH ATTRIBUTE SYNTAX LNP-ASN1.ServiceProvId;


    MATCHES FOR EQUALITY, ORDERING;


    BEHAVIOUR numberPoolBlockRequestSPBehavior;


    REGISTERED AS {LNP-OIDS.lnp-attribute 999};





numberPoolBlockRequestSPBehavior BEHAVIOUR


    DEFINED AS !


        This attribute is used to specify the Number Pool Block Request


        Service Provider for a Number Pool Block.





        This attribute is also used to store the Request service provider


        id for a service provider request.


!;








-- 3.0 LNP Subscription Version Activate Action





subscriptionVersionActivate ACTION


    BEHAVIOUR


        subscriptionVersionActivateDefinition,


        subscriptionVersionActivateBehavior;


    MODE CONFIRMED;


    WITH INFORMATION SYNTAX LNP-ASN1.ActivateAction;


    WITH REPLY SYNTAX LNP-ASN1.ActivateReply;


    REGISTERED AS {LNP-OIDS.lnp-action 3};


   


subscriptionVersionActivateDefinition BEHAVIOUR


    DEFINED AS !


        The subscriptionVersionActivate action is the action that can be


        used by the SOA of the new service provider to activate a


        subscription version id, tn or a range of tns via the SOA to


        NPAC SMS interface.


    !;





subscriptionVersionActivateBehavior BEHAVIOUR


    DEFINED AS !


[snip]


        The Delegation function is supported through the use of the


        Request SPID attribute.





        The Notification Suppression function is supported, and can


        suppress notifications for Grantor, Delegates, and Other


        Service Provider.


[snip]








-- 4.0 LNP Subscription Version Cancel Action





subscriptionVersionCancel ACTION


    BEHAVIOUR


        subscriptionVersionCancelDefinition,


        subscriptionVersionCancelBehavior;


    MODE CONFIRMED;


    WITH INFORMATION SYNTAX LNP-ASN1.CancelAction;


    WITH REPLY SYNTAX LNP-ASN1.CancelReply;


    REGISTERED AS {LNP-OIDS.lnp-action 4};


   


subscriptionVersionCancelDefinition BEHAVIOUR


    DEFINED AS !


        The subscriptionVersionCancel action is the action that can be


        used by the SOA to cancel a subscription version via the SOA to


        NPAC SMS interface.


    !;





subscriptionVersionCancelBehavior BEHAVIOUR


    DEFINED AS !


[snip]


        The Delegation function is supported through the use of the


        Request SPID attribute.





        The Notification Suppression function is supported, and can


        suppress notifications for Grantor, Delegates, and Other


        Service Provider.


[snip]








-- 5.0 LNP Subscription Version Disconnect Action





subscriptionVersionDisconnect ACTION


    BEHAVIOUR


        subscriptionVersionDisconnectDefinition,


        subscriptionVersionDisconnectBehavior;


    MODE CONFIRMED;


    WITH INFORMATION SYNTAX LNP-ASN1.DisconnectAction;


    WITH REPLY SYNTAX LNP-ASN1.DisconnectReply;


    REGISTERED AS {LNP-OIDS.lnp-action 5};


   


subscriptionVersionDisconnectDefinition BEHAVIOUR


    DEFINED AS !


        The subscriptionVersionDisconnect action is the action that is


        used by the SOA to disconnect a subscription version via the SOA to


        NPAC SMS interface.


    !;





subscriptionVersionDisconnectBehavior BEHAVIOUR


    DEFINED AS !


[snip]


        The Delegation function is supported through the use of the


        Request SPID attribute.





        The Notification Suppression function is supported, and can


        suppress notifications for Grantor, Delegates, and Other


        Service Provider.


[snip]








-- 7.0 LNP Subscription Version Modify Action





subscriptionVersionModify ACTION


    BEHAVIOUR


        subscriptionVersionModifyDefinition,


        subscriptionVersionModifyBehavior;


    MODE CONFIRMED;


    WITH INFORMATION SYNTAX LNP-ASN1.ModifyAction;


    WITH REPLY SYNTAX LNP-ASN1.ModifyReply;


    REGISTERED AS {LNP-OIDS.lnp-action 7};


   


subscriptionVersionModifyDefinition BEHAVIOUR


    DEFINED AS !


        The subscriptionVersionModify action is the action that can be


        used by the SOA to modify a subscription version via the SOA to


        NPAC SMS interface.


    !;





subscriptionVersionModifyBehavior BEHAVIOUR


    DEFINED AS !





[snip]





        New service providers may specify modified valid values for the


        following attributes,


        on a pending or conflict subscription version,


        when the service provider's "Cross Ref ID”


        indicator is TRUE, and may NOT specify these values when the


        indicator is set to FALSE:





        subscriptionCrossRefId





        The Delegation function is supported through the use of the


        Request SPID attribute.





        The Notification Suppression function is supported, and can


        suppress notifications for Grantor, Delegates, and Other


        Service Provider.





[snip]








-- 8.0 LNP New Service Provider Cancellation Acknowledge Request





subscriptionVersionNewSP-CancellationAcknowledge ACTION


    BEHAVIOUR


        subscriptionVersionNewSP-CancellationAcknowledgeDefinition,


        subscriptionVersionNewSP-CancellationAcknowledgeBehavior;


    MODE CONFIRMED;


    WITH INFORMATION SYNTAX LNP-ASN1.CancellationAcknowledgeAction;


    WITH REPLY SYNTAX LNP-ASN1.CancellationAcknowledgeReply;


    REGISTERED AS {LNP-OIDS.lnp-action 8};


   


subscriptionVersionNewSP-CancellationAcknowledgeDefinition BEHAVIOUR


    DEFINED AS !


        The subscriptionVersionNewSP-CancellationAcknowledge action


        is the action that is used via the SOA to NPAC


        SMS interface by the new service provider to acknowledge


        cancellation of a subscriptionVersionNPAC with a status of


        cancel-pending.


    !;





subscriptionVersionNewSP-CancellationAcknowledgeBehavior BEHAVIOUR


    DEFINED AS !


[snip]


        The Delegation function is supported through the use of the


        Request SPID attribute.





        The Notification Suppression function is supported, and can


        suppress notifications for Grantor, Delegates, and Other


        Service Provider.


[snip]








-- 10.0 LNP Subscription Version Remove From Conflict





subscriptionVersionRemoveFromConflict ACTION


    BEHAVIOUR


        subscriptionVersionRemoveFromConflictDefinition,


        subscriptionVersionRemoveFromConflictBehavior;


    MODE CONFIRMED;


    WITH INFORMATION SYNTAX LNP-ASN1.RemoveFromConflictAction;


    WITH REPLY SYNTAX LNP-ASN1.RemoveFromConflictReply;


    REGISTERED AS {LNP-OIDS.lnp-action 10};





subscriptionVersionRemoveFromConflictDefinition BEHAVIOUR


    DEFINED AS !


        The subscriptionVersionRemoveFromConflict action


        is the action that is used via the SOA to NPAC


        SMS interface by either the old or new service provider to set the


        subscription version status from conflict to pending.


    !;





subscriptionVersionRemoveFromConflictBehavior BEHAVIOUR


    DEFINED AS !


[snip]


        The Delegation function is supported through the use of the


        Request SPID attribute.





        The Notification Suppression function is supported, and can


        suppress notifications for Grantor, Delegates, and Other


        Service Provider.


[snip]








-- 11.0 LNP New Service Provider Subscription Version Create





subscriptionVersionNewSP-Create ACTION


    BEHAVIOUR


        subscriptionVersionNewSP-CreateDefinition,


        subscriptionVersionNewSP-CreateBehavior;


    MODE CONFIRMED;


    WITH INFORMATION SYNTAX LNP-ASN1.NewSP-CreateAction;


    WITH REPLY SYNTAX LNP-ASN1.NewSP-CreateReply;


    REGISTERED AS {LNP-OIDS.lnp-action 11};


   


subscriptionVersionNewSP-CreateDefinition BEHAVIOUR


    DEFINED AS !


        The subscriptionVersionNewSP-Create action is the action that is


        used via the SOA to NPAC SMS interface by the


        new service provider to create a new subscriptionVersionNPAC.


    !;





subscriptionVersionNewSP-CreateBehavior BEHAVIOUR


    DEFINED AS !





[snip]





        The new service provider may optionally specify valid values for the


        following attributes, when the service provider's "Cross Ref ID"


        indicator is TRUE, and must NOT specify these values when the 


        indicator is set to FALSE:





        subscriptionCrossRefId





        The Delegation function is supported through the use of the


        Request SPID attribute.





        The Notification Suppression function is supported, and can


        suppress notifications for Grantor, Delegates, and Other


        Service Provider.





[snip]








-- 12.0 LNP Old Service Provider Cancellation Acknowledge Request





subscriptionVersionOldSP-CancellationAcknowledge ACTION


    BEHAVIOUR


        subscriptionVersionOldSP-CancellationAcknowledgeDefinition,


        subscriptionVersionOldSP-CancellationAcknowledgeBehavior;


    MODE CONFIRMED;


    WITH INFORMATION SYNTAX LNP-ASN1.CancellationAcknowledgeAction;


    WITH REPLY SYNTAX LNP-ASN1.CancellationAcknowledgeReply;


    REGISTERED AS {LNP-OIDS.lnp-action 12};


   


subscriptionVersionOldSP-CancellationAcknowledgeDefinition BEHAVIOUR


    DEFINED AS !


        The subscriptionVersionOldSP-CancellationAcknowledge action


        is the action that is used via the SOA to NPAC


        SMS interface by the old service provider to acknowledge


        cancellation of a subscriptionVersionNPAC with a status of


        cancel-pending.


    !;





subscriptionVersionOldSP-CancellationAcknowledgeBehavior BEHAVIOUR


    DEFINED AS !


[snip]


        The Delegation function is supported through the use of the


        Request SPID attribute.





        The Notification Suppression function is supported, and can


        suppress notifications for Grantor, Delegates, and Other


        Service Provider.


[snip]








-- 14.0 LNP Old Service Provider Subscription Version Create





subscriptionVersionOldSP-Create ACTION


    BEHAVIOUR


        subscriptionVersionOldSP-CreateDefinition,


        subscriptionVersionOldSP-CreateBehavior;


    MODE CONFIRMED;


    WITH INFORMATION SYNTAX LNP-ASN1.OldSP-CreateAction;


    WITH REPLY SYNTAX LNP-ASN1.OldSP-CreateReply;


    REGISTERED AS {LNP-OIDS.lnp-action 14};


   


subscriptionVersionOldSP-CreateDefinition BEHAVIOUR


    DEFINED AS !


        The subscriptionVersionOldSP-Create action is the action that is


        used via the SOA to NPAC SMS interface by the


        old service provider to create a new subscriptionVersionNPAC.


    !;





subscriptionVersionOldSP-CreateBehavior BEHAVIOUR


    DEFINED AS !


[snip]


        The Delegation function is supported through the use of the


        Request SPID attribute.





        The Notification Suppression function is supported, and can


        suppress notifications for Grantor, Delegates, and Other


        Service Provider.


[snip]








-- 16.0 LNP Service Provider Number Pool Block Create





numberPoolBlock-Create ACTION


    BEHAVIOUR


        numberPoolBlock-CreateDefinition,


        numberPoolBlock-CreateBehavior;


    MODE CONFIRMED;


    WITH INFORMATION SYNTAX LNP-ASN1.NumberPoolBlock-CreateAction;


    WITH REPLY SYNTAX LNP-ASN1.NumberPoolBlock-CreateReply;


    REGISTERED AS {LNP-OIDS.lnp-action 16};





numberPoolBlock-CreateDefinition BEHAVIOUR


    DEFINED AS !


        The numberPoolBlock-Create action is the action that is


        used on the NPAC SMS via the SOA to NPAC SMS interface by the


        block holder SOA to create a new numberPoolBlockNPAC.


    !;





numberPoolBlock-CreateBehavior BEHAVIOUR


    DEFINED AS !


[snip]


        The new service provider may optionally specify valid values for the


        following attributes, when the service provider's "Cross Ref ID"


        indicator is TRUE, and must NOT specify these values when the 


        indicator is set to FALSE:





        numberPoolBlockCrossRefId





        The Delegation function is supported through the use of the


        Request SPID attribute.





        The Notification Suppression function is supported, and can


        suppress notifications for Grantor, Delegates, and Other


        Service Provider.


 [snip]









ASN.1:


CrossRefId ::= GraphicString25








NewSP-CreateData ::= SEQUENCE {


    chc1 [0] EXPLICIT CHOICE {


        subscription-version-tn [0] PhoneNumber,


        subscription-version-tn-range [1] TN-Range


    },


    subscription-lrn       [1] LRN OPTIONAL,


    subscription-new-current-sp [2] ServiceProvId,


    subscription-old-sp    [3] ServiceProvId,


    subscription-new-sp-due-date [4] GeneralizedTime,


    subscription-class-dpc [6] EXPLICIT DPC OPTIONAL,


    subscription-class-ssn [7] EXPLICIT SSN OPTIONAL,


    subscription-lidb-dpc  [8] EXPLICIT DPC OPTIONAL,


    subscription-lidb-ssn  [9] EXPLICIT SSN OPTIONAL,


    subscription-isvm-dpc [10] EXPLICIT DPC OPTIONAL,


    subscription-isvm-ssn [11] EXPLICIT SSN OPTIONAL,


    subscription-cnam-dpc [12] EXPLICIT DPC OPTIONAL,


    subscription-cnam-ssn [13] EXPLICIT SSN OPTIONAL,


    subscription-end-user-location-value [14]


        EndUserLocationValue OPTIONAL,


    subscription-end-user-location-type [15] EndUserLocationType OPTIONAL,


    subscription-billing-id    [16] BillingId OPTIONAL,


    subscription-lnp-type      [17] LNPType,


    subscription-porting-to-original-sp-switch [18]


        SubscriptionPortingToOriginal-SPSwitch,


    subscription-wsmsc-dpc     [19] EXPLICIT DPC OPTIONAL,


    subscription-wsmsc-ssn     [20] EXPLICIT SSN OPTIONAL,


    subscription-sv-type       [21] EXPLICIT SVType OPTIONAL,


    subscription-optional-data [22] EXPLICIT OptionalData OPTIONAL,


    subscription-med-ind       [23] EXPLICIT MediumTimerIndicator OPTIONAL,


    subscription-cross-ref-id  [24] CrossRefId OPTIONAL,


    subscription-request-sp [25] ServiceProvId OPTIONAL,


    subscription-initiator-suppression  [26]


                        EXPLICIT SelfNotifSuppIndicator OPTIONAL,


    subscription-request-sp-suppression [27]


                        EXPLICIT NotifSuppIndicator OPTIONAL,


    subscription-other-sp-suppression   [28]


                        EXPLICIT NotifSuppIndicator OPTIONAL


}








NewSP-CreateInvalidData ::= CHOICE {


    subscription-version-tn [0] EXPLICIT PhoneNumber,


    subscription-version-tn-range [1] EXPLICIT TN-Range,


    subscription-lrn       [2] EXPLICIT LRN,


    subscription-new-current-sp [3] EXPLICIT ServiceProvId,


    subscription-old-sp    [4] EXPLICIT ServiceProvId,


    subscription-new-sp-due-date [5] EXPLICIT GeneralizedTime,


    subscription-class-dpc [6] EXPLICIT DPC,


    subscription-class-ssn [7] EXPLICIT SSN,


    subscription-lidb-dpc  [8] EXPLICIT DPC,


    subscription-lidb-ssn  [9] EXPLICIT SSN,


    subscription-isvm-dpc [10] EXPLICIT DPC,


    subscription-isvm-ssn [11] EXPLICIT SSN,


    subscription-cnam-dpc [12] EXPLICIT DPC,


    subscription-cnam-ssn [13] EXPLICIT SSN,


    subscription-end-user-location-value [14] EXPLICIT EndUserLocationValue,


    subscription-end-user-location-type [15] EXPLICIT EndUserLocationType,


    subscription-billing-id    [16] EXPLICIT BillingId,


    subscription-lnp-type      [17] EXPLICIT LNPType,


    subscription-porting-to-original-sp-switch [18]


       EXPLICIT SubscriptionPortingToOriginal-SPSwitch,


    subscription-wsmsc-dpc     [19] EXPLICIT DPC,


    subscription-wsmsc-ssn     [20] EXPLICIT SSN,


    subscription-sv-type       [21] EXPLICIT  SVType,


    subscription-optional-data [22] EXPLICIT OptionalData,


    subscription-med-ind       [23] EXPLICIT MediumIndicatorError,


    subscription-cross-ref-id  [24] EXPLICIT CrossRefId,


    subscription-request-sp [25] EXPLICIT ServiceProvId,


    subscription-initiator-suppression  [26]


                           EXPLICIT NotifSuppIndicatorError,


    subscription-request-sp-suppression [27]


                           EXPLICIT NotifSuppIndicatorError,


    subscription-other-sp-suppression   [28]


                           EXPLICIT NotifSuppIndicatorError


}








NotifSuppIndicatorError ::= CHOICE {


       indicator-value [0] BOOLEAN,


       no-value        [1] NULL


}








NumberPoolBlock-CreateAction ::= SEQUENCE {


    block-npa-nxx-x NPA-NXX-X,


    block-holder-sp ServiceProvId,


    block-lrn LRN,


    block-class-dpc DPC,


    block-class-ssn SSN,


    block-lidb-dpc DPC,


    block-lidb-ssn SSN,


    block-isvm-dpc DPC,


    block-isvm-ssn SSN,


    block-cnam-dpc DPC,


    block-cnam-ssn SSN,


    block-wsmsc-dpc [0] DPC OPTIONAL,


    block-wsmsc-ssn [1] SSN OPTIONAL,


    block-sv-type [2]  SVType OPTIONAL,


    block-optional-data [3] OptionalData OPTIONAL,


    block-cross-ref-id  [4] CrossRefId OPTIONAL,


    block-request-sp [5] ServiceProvId OPTIONAL


}





NumberPoolBlock-CreateInvalidData ::= CHOICE {


    block-npa-nxx-x [0] EXPLICIT NPA-NXX-X,


    block-lrn [1] EXPLICIT LRN,


    block-class-dpc [2] EXPLICIT DPC,


    block-class-ssn [3] EXPLICIT SSN,


    block-lidb-dpc [4] EXPLICIT DPC,


    block-lidb-ssn [5] EXPLICIT SSN,


    block-isvm-dpc [6] EXPLICIT DPC,


    block-isvm-ssn [7] EXPLICIT SSN,


    block-cnam-dpc [8] EXPLICIT DPC,


    block-cnam-ssn [9] EXPLICIT SSN,


    block-wsmsc-dpc [10] EXPLICIT DPC,


    block-wsmsc-ssn    [11] EXPLICIT SSN,


    block-sv-type      [12] EXPLICIT SVType,


    block-optional-data [13] EXPLICIT OptionalData,


    block-cross-ref-id  [14] EXPLICIT CrossRefId,


    block-request-sp [15] EXPLICIT ServiceProvId


}








OldSP-CreateData ::= SEQUENCE {


    chc1 [0] EXPLICIT CHOICE {


        subscription-version-tn [0] PhoneNumber,


        subscription-version-tn-range [1] TN-Range


    },


    subscription-new-current-sp [1] ServiceProvId,


    subscription-old-sp [2] ServiceProvId,


    subscription-old-sp-due-date [3] GeneralizedTime,


    subscription-old-sp-authorization [4] ServiceProvAuthorization,


    subscription-status-change-cause-code [5] SubscriptionStatusChangeCauseCode,


    subscription-lnp-type [6] LNPType,


    subscription-med-ind  [7] EXPLICIT MediumTimerIndicator OPTIONAL,


    subscription-request-sp [8] ServiceProvId OPTIONAL,


    subscription-initiator-suppression  [9]


                        EXPLICIT SelfNotifSuppIndicator OPTIONAL,


    subscription-request-sp-suppression [10]


                        EXPLICIT NotifSuppIndicator OPTIONAL,


    subscription-other-sp-suppression   [11]


                        EXPLICIT NotifSuppIndicator OPTIONAL


}








OldSP-CreateInvalidData ::= CHOICE {


    subscription-version-tn [0] EXPLICIT PhoneNumber,


    subscription-version-tn-range [1] EXPLICIT TN-Range,


    subscription-new-current-sp [2] EXPLICIT ServiceProvId,


    subscription-old-sp [3] EXPLICIT ServiceProvId,


    subscription-old-sp-due-date [4] EXPLICIT GeneralizedTime,


    subscription-old-sp-authorization [5] EXPLICIT ServiceProvAuthorization,


    subscription-status-change-cause-code [6]


       EXPLICIT SubscriptionStatusChangeCauseCode,


    subscription-lnp-type [7] EXPLICIT LNPType,


    subscription-med-ind  [8] EXPLICIT MediumIndicatorError,


    subscription-request-sp [9] EXPLICIT ServiceProvId,


    subscription-initiator-suppression  [10]


                              EXPLICIT NotifSuppIndicatorError,


    subscription-request-sp-suppression [11]


                              EXPLICIT NotifSuppIndicatorError,


    subscription-other-sp-suppression   [12]


                              EXPLICIT NotifSuppIndicatorError


}











NotifSuppIndicator ::= ENUMERATED {


    provider (0),


    delegates (1),


    provider-and-delegates (2)


}








SelfNotifSuppIndicator ::= BOOLEAN








SubscriptionData ::= SEQUENCE {


    subscription-lrn [1] LRN OPTIONAL,


    subscription-new-current-sp [2] ServiceProvId OPTIONAL,


    subscription-activation-timestamp [3] GeneralizedTime OPTIONAL,


    subscription-class-dpc [4] EXPLICIT DPC,


    subscription-class-ssn [5] EXPLICIT SSN,


    subscription-lidb-dpc [6] EXPLICIT DPC,


    subscription-lidb-ssn [7] EXPLICIT SSN,


    subscription-isvm-dpc [8] EXPLICIT DPC,


    subscription-isvm-ssn [9] EXPLICIT SSN,


    subscription-cnam-dpc [10] EXPLICIT DPC,


    subscription-cnam-ssn [11] EXPLICIT SSN,


    subscription-end-user-location-value [12]


         EndUserLocationValue OPTIONAL,


    subscription-end-user-location-type [13] EndUserLocationType OPTIONAL,


    subscription-billing-id      [14] BillingId OPTIONAL,


    subscription-lnp-type        [15] LNPType,


    subscription-download-reason [16] DownloadReason,


    subscription-wsmsc-dpc       [17] EXPLICIT DPC OPTIONAL,


    subscription-wsmsc-ssn       [18] EXPLICIT SSN OPTIONAL,


    subscription-sv-type         [19] EXPLICIT  SVType OPTIONAL,


    subscription-optional-data   [20] EXPLICIT OptionalData OPTIONAL,





}








SubscriptionModifyData ::= SEQUENCE {


    subscription-lrn [0] LRN OPTIONAL,


    subscription-new-sp-due-date [1] GeneralizedTime OPTIONAL,


    subscription-old-sp-due-date [2] GeneralizedTime OPTIONAL,


    subscription-old-sp-authorization [3] ServiceProvAuthorization OPTIONAL,


    subscription-class-dpc [4] EXPLICIT DPC OPTIONAL,


    subscription-class-ssn [5] EXPLICIT SSN OPTIONAL,


    subscription-lidb-dpc  [6] EXPLICIT DPC OPTIONAL,


    subscription-lidb-ssn  [7] EXPLICIT SSN OPTIONAL,


    subscription-isvm-dpc  [8] EXPLICIT DPC OPTIONAL,


    subscription-isvm-ssn  [9] EXPLICIT SSN OPTIONAL,


    subscription-cnam-dpc [10] EXPLICIT DPC OPTIONAL,


    subscription-cnam-ssn [11] EXPLICIT SSN OPTIONAL,


    subscription-end-user-location-value [12] EndUserLocationValue OPTIONAL,


    subscription-end-user-location-type [13] EndUserLocationType OPTIONAL,


    subscription-billing-id [14] BillingId OPTIONAL,


    subscription-status-change-cause-code [15]


        SubscriptionStatusChangeCauseCode OPTIONAL,


    subscription-wsmsc-dpc      [16] EXPLICIT DPC OPTIONAL,


    subscription-wsmsc-ssn      [17] EXPLICIT SSN OPTIONAL,


    subscription-customer-disconnect-date [18] GeneralizedTime OPTIONAL,


    subscription-effective-release-date [19] GeneralizedTime OPTIONAL,


    new-version-status          [20] VersionStatus OPTIONAL,


    subscription-sv-type        [21]  EXPLICIT SVType OPTIONAL,


    subscription-optional-data  [22] EXPLICIT OptionalData OPTIONAL,


    subscription-new-sp-med-ind [23] EXPLICIT MediumTimerIndicator OPTIONAL,


    subscription-old-sp-med-ind [24] EXPLICIT MediumTimerIndicator OPTIONAL,


    subscription-cross-ref-id   [25] CrossRefId OPTIONAL,


    subscription-request-sp [26] ServiceProvId OPTIONAL,


    subscription-initiator-suppression  [27]


                        EXPLICIT SelfNotifSuppIndicator OPTIONAL,


    subscription-request-sp-suppression [28]


                        EXPLICIT NotifSuppIndicator OPTIONAL,


    subscription-other-sp-suppression   [29]


                        EXPLICIT NotifSuppIndicator OPTIONAL


}








SubscriptionModifyInvalidData ::= CHOICE {


    subscription-lrn [0] EXPLICIT LRN,


    subscription-new-sp-due-date [1] EXPLICIT GeneralizedTime,


    subscription-old-sp-due-date [2] EXPLICIT GeneralizedTime,


    subscription-old-sp-authorization [3] EXPLICIT ServiceProvAuthorization,


    subscription-class-dpc [4] EXPLICIT DPC,


    subscription-class-ssn [5] EXPLICIT SSN,


    subscription-lidb-dpc  [6] EXPLICIT DPC,


    subscription-lidb-ssn  [7] EXPLICIT SSN,


    subscription-isvm-dpc  [8] EXPLICIT DPC,


    subscription-isvm-ssn  [9] EXPLICIT SSN,


    subscription-cnam-dpc [10] EXPLICIT DPC,


    subscription-cnam-ssn [11] EXPLICIT SSN,


    subscription-end-user-location-value [12] EXPLICIT EndUserLocationValue,


    subscription-end-user-location-type [13] EXPLICIT EndUserLocationType,


    subscription-billing-id [14] EXPLICIT BillingId,


    subscription-status-change-cause-code [15]


          EXPLICIT SubscriptionStatusChangeCauseCode,


    subscription-wsmsc-dpc      [16] EXPLICIT DPC,


    subscription-wsmsc-ssn      [17] EXPLICIT SSN,


    subscription-customer-disconnect-date [18] EXPLICIT GeneralizedTime,


    subscription-effective-release-date [19] EXPLICIT GeneralizedTime,


    new-version-status          [20] EXPLICIT VersionStatus,


    subscription-sv-type        [21] EXPLICIT SVType,


    subscription-optional-data  [22] EXPLICIT OptionalData,


    subscription-new-sp-med-ind [23] EXPLICIT MediumIndicatorError,


    subscription-old-sp-med-ind [24] EXPLICIT MediumIndicatorError,


    subscription-cross-ref-id   [25] EXPLICIT CrossRefId,


    subscription-request-sp [26] EXPLICIT ServiceProvId,


    subscription-initiator-suppression  [27]


                           EXPLICIT NotifSuppIndicatorError,


    subscription-request-sp-suppression [28]


                           EXPLICIT NotifSuppIndicatorError,


    subscription-other-sp-suppression   [29]


                           EXPLICIT NotifSuppIndicatorError


}






XML:





The cross-reference ID will be added to the following XML messages:





NewSpCreateRequest


NewSpCreateReply (InvalidData only)


ModifyRequest (Modify pending new)


ModifyReply (InvalidData only)


SvObjectCreationNotification


SvAttributeChangeNotification


SvQueryReply


NpbCreateRequest


NpbObjectCreationNotification


NpbQueryReply
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Business Need


An Inactive SPID is being used, causing SV data issues.


In some cases, upon completion of the pre-port process (LSR/FOC, WPR/WPRR), the Service Provider currently serving the TN (soon to be the Old SP) immediately submits a “release” message to the NPAC (Old SP Create Subscription Version Request).  Consequently, a pending SV is established at the NPAC based on this Request.


Sometimes, the Old SP replies on the New SP name to select the SPID value to enter on its “release” message to the NPAC.  Because some SPs have more than one valid SPID at the NPAC, the Old SP might not select the New SP SPID value that was included on the LSR, but a different SPID value for the same Service Provider.  Further complicating the port transaction, the New SP SPID entered by the Old SP may be a SPID that the New SP has decomissioned.  Untangling the message involves substantial manual effort and results in a delay in establishing the consumer's new telephone service.


Current NPAC business rules require that the NPAC retain a SPID as long as it is associated with any network data, such as an LRN, or it appears in any active-like SV record.  That is, even if the SPID appears only as the "Old SP" in an SV record, the SPID cannot be decommissioned in the NPAC in such a way that the error described above can be prevented.  Hence, the “inactive” SPID is not inactive in the NPAC.


The business need is to provide some mechanism that would disallow the use of a SPID that has been decommissioned by the Service Provider, but still remains in the NPAC because of the current business rules.





Description of Change:


This change order is being created to resolve the issue of incorrectly using an “inactive” SPID.


The proposed change is to allow a SPID to be deleted if it is listed as the Old SP on an active-like SV.  This change would not affect functionality in the NPAC (ability to port, PTO) as this decommissioned SPID does not own any codes, pooled blocks, or SVs.  Yet, it would prevent the incorrect usage/reference of this decommissioned SPID when creating new SVs.


There are both a short-term solution and a long-term solution to this “inactive” SPID delete scenario where the only data that exists for this decommissioned SPID are the active-like SVs where they are the Old SP value.  In the description below, the decommissioned SPID is 1111, and the newer/current a temporary placeholder SPID for the Service Provider (not used by any Service Provider in that region) is 2222:


1. Short-term – Execute a script during the maintenance window (or a pre-defined and agreed-upon window while the system is up and running) that performs a work-around for the current requirements functionality.  At a high-level, this would involve the following:


a. Clean-up any pending SVs that list 1111 as the new SP.


b. Enter maintenance.


c. Update the Old SP value from 1111 to 2222 on the applicable SVs.


d. Delete 1111 (this will cause the delete download to all Service Providers).


e. Restore the Old SP value from 2222 to 1111 on the applicable SVs.


f. Bring the region back up.


g. All Service Providers will recover the delete download.


h. Decommissioned SPID 1111 is no longer valid for SV create messages.


2. Long-term – Discuss two options (2a and 2b), then decide.  Make corresponding software changes to the NPAC:


a. Allow the delete of a SPID in the NPAC, even when there are active SVs that use that SPID value in the Old SP field.


b. Add an NPAC setting/status that prevents a SPID from being specified in the New SP field on SV Create messages.


c. During the July 2013 LNPA WG meeting, it was decided by the group that there was benefit to having both 2a and 2b for the long-term solution.  As such, new requirements will be added to this document.



[bookmark: _Toc59881639]Requirements:


TBD.


Existing Requirements.


(RR4-3.1 is not changing, but is included for reference purposes to define “affected” SVs in R4-22.1, R4-22.2, and R4-22.3)


RR4-3.1	Removal of NPA-NXX – Subscription Version Check


NPAC SMS shall allow removal of an NPA-NXX by NPAC personnel only if no Subscription Versions, except for Old without a Failed SP List or Canceled Subscription Versions, exist for the NPA-NXX.


R4-22.1	No Subscription Versions during Service Provider Delete


NPAC SMS shall perform the deletion of the Service Provider data, notify the user that the deletion request was successful, if there are no affected Subscription Versions, and write the Service Provider data to a history file.


Note:  The Subscription Versions that are allowed to exist include Cancelled, Old with an empty Failed SP List, and Active where the Old Service Provider value is the SPID.


R4-22.2	Subscription during Service Provider Delete


NPAC SMS shall notify the user that the request to delete the Service Provider data cannot be completed until the affected individual Subscription Versions are modified, if affected Subscription Versions are found.


Note:  The Subscription Versions that are allowed to exist include Cancelled, Old with an empty Failed SP List, and Active where the Old Service Provider value is the SPID.


R4-22.3	Service Provider subscription restrictions during Network Data Delete.


NPAC SMS shall determine if there are any Subscription Versions being affected by the NPA-NXX and/or LRN data being deleted.


Note:  The Subscription Versions that are allowed to exist include Cancelled, and Old with an empty Failed SP List.


R5-18.5	Create Subscription Version - Service Provider ID Validation


NPAC SMS shall verify that the old and new Service Provider IDs exist in the NPAC SMS system and are available for porting, upon Subscription Version creation for an Inter-Service Provider port.


New Requirements.


Req 1	Service Provider – No new Subscription Versions as New Service Provider


NPAC SMS shall allow NPAC personnel to mark a Service Provider as not-available for use as the New Service Provider in Subscription Versions Create Requests.


Req 2	Create “Intra-Service ” Subscription Version - Service Provider ID Validation


NPAC SMS shall verify that the old and new Service Provider IDs exist in the NPAC SMS system and are available for porting, upon Subscription Version creation for an Intra-Service Provider port.








IIS:


No Change Required.


Flow B.3.2, Service Provider Deletion by the NPAC.


Check the database to see if the service provider has associated with it NPA-NXX data, LRN data, or subscription versions with status other than old with an empty failed SP List cancelled, or Active where the Old Service Provider value is the SPID.  If so, deny the request.








XIS:


No Change Required.








GDMO:


No Change Required.








ASN.1:


No Change Required.








XML:


No Change Required.
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Business Need


During the discussion of NANC 372 and the XML Interface, it was stated that two types of messages in the CMIP interface were not used:


1. The NPAC does not use the CMIP message to indicate scheduled downtime.


2. The SOA and LSMS do not use the CMIP message for creating their own NPA-NXX Filters


For scheduled downtime, Neustar has contractual arrangements with the NAPM and the CLNPC on the dates and times involved in regularly scheduled downtime (Sunday morning, various durations).  Therefore a CMIP message mechanism is not needed.


For NPA-NXX Filters, all Service Providers utilize the NPAC Help Desk procedures where NPAC Personnel manage NPA-NXX Filters for the given Service Providers.  Although part of the original system design, Neustar is unaware of any Service Provider that has the self-management of NPA-NXX Filters in their local systems today.





Description of Change:


This change order is being created to remove unused CMIP messages from the NPAC.


The proposed change is to delete the following:


1. The notification, lnpNPAC-SMS-Operational-Information.  This is sent from the NPAC to the SOA, and the NPAC to the LSMS.


2. The management of the lsmsFilterNPA-NXX object.  This includes creating (M-CREATE Request), deleting (M-DELETE Request), querying (M-GET Request).














[bookmark: _Toc59881639]Requirements:


Remove narrative and requirements.


2.5, Disaster Recovery and Backup Process.


3.6.1 NPA-NXX Level Filters, RR3-5, RR3-6, RR3-7, RR3-8, RR3-9, RR3-768, RR3-769.


6.7.1, Notification Recovery, lnpNPAC-SMS-Operational-Information.


Appendix E, Download Files, lnpNPAC-SMS-Operational-Information.








IIS:


Remove narrative and flows.


Several references to lnpNPAC-SMS-Operational-Information.


Reference to LSMS Filter NPA-NXX Create.


Reference to LSMS Filter NPA-NXX Delete.


Reference to LSMS Filter NPA-NXX Query.


Flow B.8.1, SOW/Local SMS Notification of Scheduled NPAC Downtime.


Flows in B.6, LSMS Filter NPA-NXX Scenarios (SOA/LSMS Create, Delete, and Query their own NPA-NXX Filters).





XIS:


No Change Required.








GDMO:


Remove objects, notifications, and behavior description.


Several references to lnpNPAC-SMS-Operational-Information.


Several references to SOA/LSMS creating or deleting their own lsmsFilterNPA-NXX data.





ASN.1:


Remove references.


Several refences to lnp-npac-sms-operational-information.


XML:


No Change Required.
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Background 	

Several PIMS were identified during transition related to differences in implementation or needs for clarification of requirements. These PIMS are related to managing a Local Service Management System (LSMS) during its period of time when it is unable to receive  download broadcasts and afterwards when it is able to receive the data that was downloaded during its absence. These PIMS include:

PIM 108 – Hold–Replay Long Duration

PIM 109 – CMIP Only Hold-Replay

PIM 112 – Recovery and Rollup

During discussion of these PIMS it became obvious the Industry may not be in agreement with all of the related aspects to the current implementation. It was determined that additional discussion was required to come to consensus on the required approach.
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Level Setting (back to the basics)	

Originally the Industry assumed the following:

Pending SV(s) can be activated by NSP after the DD

LSMS(s) that do not receive required download(s) may/will cause routing issues 

LRN affects call routing

DPC/SSN affects vertical services

 Operationally the Industry needs to be informed

SAVC to NSP/OSP

Failed LSMS SPIDs are identified on  SV Fail list  

HD Notification to industry

Corrective Actions need to be provided

Recovery 

Audits

Resend 
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Level Setting 	Cont’d

Modifying an Activated SV requires the SV to be in Active status and not PF

Overtime it became necessary in the Industry to not have Failed LSMS(s) block subsequent action(s) to repair user errors  in the original broadcast

Workaround was provided to (temporarily) exclude LSMS and resend to change status to Active

Excluding the LSMS is on an exception basis only and managed by the NSP
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Level Setting 	Cont’d

Activation of an SV/NPB broadcast of download information to LSMS

LSMS that are online and intended to receive broadcast (i.e. not filtered) respond to NPAC SMS when the receive the message

The SV is in a sending state while the broadcast occurs

The SV transitions to either Active, Partial Failed, Failed based on the “roll up” timers

The time for the roll up is based on “single” versus “range” activations 

15 minutes

60 minutes 

If not all LSMS have responded successfully by the end of the time period the SV Status is updated to PF
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Level Setting 	Cont’d

When an LSMS is down it will not receive downloads (Duh)

The CMIP LSMS is expected when it is restored to recover the information it missed

There are typically two types of Recovery

Time based

SWIM (Send What I Missed)

If the LSMS is down for a long period of time or comes up for the first time it needs to be resynchronized with the active network object datasets via file processing

Full Bulk Data Downloads (all active objects)

Partial Bulk Data Download (time range) 
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Level Setting 	Cont’d

When the LSMS XML Interface was defined several new concepts were introduced including:

Removal of Recovery

Hold/Replay

XML Interface assumes messages are queued and delivered to LSMS when available

Hold/Replay was initially discussed to support transition of CMIP LSMS to XML 

When LSMS is on “hold” it is not considered a part of roll up 

Expectation is that the LSMS will boot strap data via BDD

When it is prepared to start to receive current (queued) data it is moved to replay and then considered active from then on
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Roll Up Diagram
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Pending SV activated (sending)

Active/PF/Fail

Set of LSMS(s) defined to receive download broadcast

Set of LSMS(s) in recovery at time of broadcast



success

No response or failure

Set of LSMS(s) in Hold









Operations Expectations/Discussion

When is an LSMS considered down and when should the Industry be notified

How should the conflict of removing LSMS from the broadcast be reconciled with the need to know which LSMS may not have received the broadcast and therefore can be the root cause of call failures

How to balance the time to resynchronize the LSMS with the need to know

This may be more problematic where

LSMS is not in an HA configuration

LSMS is not stable

LSMS is down for a long period of time 
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Requirements Conflicts

Roll up and Recovery

Hold and SV SAVC and Failed List

Duration of Hold and Roll up

Updates to Failed SP List during Replay / notifications

Request/Reply behavior during Hold

Keep alive behavior during Hold

CMIP Hold/Replay

Interaction between Recovery and Replay (e.g., abort during replay)
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Questions and Answers 

Facilitate discussion to form action items for next meeting to work towards consensus on business/operations needs 
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Continued Discussion 07/11/2018: 

Related Action Items from previous TOSC 06/05 - 

Action Item 06052018-12: Service Providers and Local Vendors to provide feedback at the July LNPA TOSC meeting on the use of Hold/Replay for CMIP (PIM 109)  

Action Item 06052018-13:  iconectiv to provide additional information for the Hold/Replay Long Duration PIM - What does long duration mean?  How long?  What is longest duration needed?

Action Item 06052018-14:  Service Providers, Local System Vendors and iconectiv to consider using notifications to the industry for an XML provider that wants to be placed on extended hold. Are Service Providers willing to notify the industry about the extended hold period?
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Continued Discussion 07/11/2018 Topics: 

Topics

Communication

Via LNPA Helpdesk

Roll up (Partial Fails Status on SV Failed List and Notifications)

Approach (see diagram)

Consistent presentation to Service Providers (transparent of Local System Implementation)

Allow for idle systems to not have to restart via Hold Process where reasonable

Duration

Roll up 15/60 accepted behavior 
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Continued Discussion 07/11/2018 Approach: 

15

Initial State / Offline

Active/BAU

Idle Non Responsive



XML Hold/Replay



Queue





15/60 Roll up

Temp State/Rollup

Full BDD





Delta BDD



Normal Buffering 

Extended Buffering   

No Longer Active. 

M&P to manage duration specifics.

CMIP Recovery



Possible discussion of 

process to load Queue









Continued Discussion 07/11/2018 Approach Summary: 

Local Systems roll up 15/60

While Active

While in Recovery

While in Hold/Replay

Continue to utilize exclusion M&P for exceptions (modify PF) 

Local Systems for temporary periods may stay Non Responsive

Within roll up BAU (Active)

Beyond roll up will result in PF

Based on case by case may stay Non Responsive for 12 hours

If Local System requests to go offline or excessive Non Responsive

System removed from roll up list

Needs to resync via BDD or recovery
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Continued Discussion 07/11/2018 Next Steps: 

Assuming Consensus on Approach

Develop Change Orders to clarify expected behavior and remove ambiguity

Recovery

Hold replay

Ordering/Resends etc. 
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Background
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The NPAC is required to use an “industry source” as a reference to verify (FRS Section 3.3., Section 3.4.1, and Section 3.4.3)

NPAs for each region, 

NPA-NXX ownership (i.e., the OCN/SPID assigned the NPA-NXX), and 

LATA.  

The iconectiv NPAC uses commercially-available products to supply this reference data.

Before Service Providers can create a Portable NPA-NXX or LRN (and SVs/NPBs related to the same), the reference data for the NPA-NXX must exist in the NPAC database.

Attempting to create a Portable NPA-NXX or LRN prior to the reference data for the same code being in the NPAC will result in an error.









Knowledge Base Article

A new article related to this topic has been added to the knowledge base, which can be accessed after logging into the Customer Portal.  

This article provides additional details of the timing considerations related to reference data updates in the NPAC.

The article is numbered KB0010618 and is titled Timing of Updates for NPA-NXX Data.  You can enter this number in the search box of the NPAC Support site.  
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Reference Data Load Timings

© 2018 Telcordia Technologies, Inc. dba iconectiv. 

All rights reserved.

Non-expedited NPA-NXX assignment requests:  data is loaded monthly into the NPAC, generally mid-month (usually the Friday after the 3rd Thursday of the month)

Expedited requests that are entered between 14 and 45 days of the NPA-NXX effective date:  data is loaded weekly into the NPAC, generally on Wednesdays

Expedited requests that are entered within 14 days of the NPA-NXX effective date:  data is loaded daily into the NPAC
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Other Considerations

© 2018 Telcordia Technologies, Inc. dba iconectiv. 

All rights reserved.

The NPAC Help Desk can assist to create the necessary reference data when a portable NPA-NXX needs to be created quickly.

Enter a request through the self-service portal or call the Help Desk (844-820-8039)









6











image5.png







image6.png

NP wCart  LiveChat s«

Home > Search ‘ KB0010618 Q ‘






image4.png







image1.png

iconectiv






image2.png









NPAC Transition Update
56/2015 Regional Cutovers (WA, MW, NE)

. T






