APT MEETING MINUTES
JULY 21, 2022
1. Discuss/Determine what metrics should be captured and reported on for Load Testing exercise

Discussion Points:
· The LNPA will anonymize the information regarding metrics so service providers will not be identified in information shared with the industry.
· Does LNPA have a “dashboard” that reflects the level of traffic flowing to SP’s? Any indication of queuing? LNPA has a monitoring system – alarming, service providers have access to their own performance/statistics/transaction metrics via secure LNPA website.
· In order to determine if the load testing is successful, it will be important for service providers to review their downstream system performance during this testing exercise. 
· Prior performance testing metrics/results were included in the July 2012 LNPA WG Meeting minutes. 

 

· Action Item – participants to review what was done in the past and determine if its applicable for the upcoming load test? 
· Action Item – service providers need to investigate what metrics are available in their down stream systems. In order to determine if the load testing is successful it will be important for service providers to review their downstream system performance during this testing exercise. 
· Action Item - LSMS Vendors & Service Providers: Determine what metrics are available and which of those would be useful that can be captured during the load testing exercise. Review slide 7 for recommendations from the LNPA in the attached presentation:



Final outcome should answer “What constitutes a successful test”. Report will need to include the metrics needed to make a formal decision after the testing is completed. As well as recommendation for next steps if test was successful. 

2. Discuss/Determine what situations would cause the Load Testing exercise to be stopped
a. Reviewed the prior suggested items in attached presentation – Slide 8
b. Action Item - LNPA to provide recommendations regarding the following items from attached presentation:
· More than ?? LSMS are down for >?? min
· What are the steps if an LSMS goes down? Does this invalidate the testing for that LSMS?
· What if an LSMS is down just prior to testing?  Should we proceed?
· Average Response delay per LSMS (When message could be sent to when CMIP response or XML Async response is received) time is >15 min for ?? or more local systems
· If >?? % SVs with non-empty Failed SP List

c. Average response delay – key is when the message(s) is available to be sent (when an LSMS is in flow control state the messages get queued)
d. The team did not recall and discussion regarding parameters related to halting testing during the 2012 load exercise. 
e. What factors should be considered regarding LSMS’ – is there a minimum criteria that needs to be up/available for the load testing to begin? Do we want to establish a status categorization regarding LSMS status – that will provide go/no-go decision. (25-30 LSMS) Ideally we’d like to have 100% participation of LSMS’
f. Do we need to have a “health check” prior to the testing and when would that take place? Should we provide a recommendation that LSMS’ should not be upgraded x period of time prior to the testing? 
g. Is there a SOA mix that needs to be included in the testing? Do service providers want to suppress notifications? Goal of this test is not to look at SOA behavior but to concentrate on LSMS performance. Do we need to have any further discussion related to inclusion of SOAs? Need to have continued discussions regarding this.
i. Only the SOA’s involved in the transactions are the ones that will be impacted/affected.
ii. NPAC will support suppression of notifications, SP’s need to determine if they want the notifications to be suppressed. 

h. Action Item: LNPA to provide recommendations regarding the following items from attached presentation:
· More than ?? LSMS are down for >?? min
· What are the steps if an LSMS goes down? Does this invalidate the testing for that LSMS?
· What if an LSMS is down just prior to testing?  Should we proceed?
· Average Response delay per LSMS (When message could be sent to when CMIP response or XML Async response is received) time is >15 min for ?? or more local systems
· If >?? % SVs with non-empty Failed SP List

3. Mix of Transaction Types to be included in load testing exercise
a. Action Item: In order to finalize the requirements for the mix of transactions, LSMS Vendors need to provide information related to the following items :

For a Subscription Version Activation
 Is there a processing difference in Activates of an SV:

1. First time port from a native number,
1. Port away from a Pooled Block,
1. Port of an active/existing port (i.e. Current goes to 'Old', not a Modify Active)
considering both internal processing of SV history, and transitioning previously  active SVs to an Old status.

 Is there a processing difference for the following actions when comparing against any of the Activates of an SV (asking because not wanting to assume 'Yes') listed above as compared to:
1.  Modify of an existing/active SV
0. LRN
0. DPC
0. Optional field e.g. Alt Spid, URL field
1.  Disconnect of the SV
 
Are there product configuration options, that are NOT infrastructure* related, with the Local System LSMS that would have an impact on any of above actions (e.g. History maintained, standalone vs. Network element integrated, other?)
	Action Item Review

	AI #
	Description
	Discussion
	Status

	APT-01-072122
	Participants to review the attached information from July 2012 LNPA WG meeting on the Load Testing Outcome and determine if the same items are applicable for the upcoming load test?
	
	Open

	APT-02-072122
	Service providers need to investigate what metrics are available in their down-stream systems. 
	
	Open

	APT-03-072122
	LSMS Vendors & Service Providers: Determine what metrics in their LSMS’ are available and which of those would be useful to measure the success of the upcoming load testing exercise. 
	
	Open

	APT-04-072122
	LNPA to provide recommendations regarding the Conditions Resulting in Suspension of Testing (Slide 8) in the above attached presentation
	
	Open

	APT-05-072122
	LSMS Vendors work with your service providers, to ensure measurements will be available, resources available for observing their systems during the load testing activities.
	
	Open

	APT-06-072122
	In order to finalize the requirements for the mix of transactions, LSMS Vendors need to review the questions provided by Renee Dillon (see meeting minutes from 07/21/2022) and be prepared to discuss at the upcoming APT meeting on 8/2/2022

	
	Open


 When identifying the process differences, please provide details to assist your Service Provider customers to assist in what would best define testing data that will be needed for the Industry Test
*Infrastructure: Hardware/Installed platform, DB options, IT Network configuration to send/receive between NPAC.

Action Item – LSMS Vendors work with your service providers, to ensure measurements will be available, resources available for observing their systems during the load testing activities. 
Future discussion topic: If 11 TPS testing is successful, will industry move to this and if so, how would that be implemented/supported. 
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Support for Proposed Dates (AI 06072022-01)

2

The LNPA can support facilitation of production load testing on either October 25, 2022, or November 1, 2022, from 5 AM to 6 AM EDT (9 to 10 AM UTC).

The LNPA’s preference is to plan for October 25, 2022, as the date of testing, which would allow for November 1 as a contingency should a delay be needed.









Prerequisites for Production Testing
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The LNPA will need the following tasks to be performed in order to facilitate production load testing

Decision from NPIF on transaction type mix (activates, modify active, disconnect).  LNPA has proposed an approximate 70/15/15 mix of activate/modify active/disconnect.

277,200 TNs and porting data from Service Providers

If service providers have actual porting work to do, that would be best.  Some providers have reached out to the LNPA indicating they have porting work that could be performed during testing.

If there is not sufficient actual porting work, are the following options viable for SPs?

Intra-port pooled numbers to the block holder SPID with all the same routing data as the associated block (i.e., create more redundant records)

Modify a value to the same value (LRN) – vendors would need to validate this approach in terms of processing time

Disconnect redundant records that already exist









Prerequisites for Production Testing
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Input from NPIF on criteria for suspending testing once in progress or immediately prior to start (e.g., how to handle LSMSs that go down prior to or during testing, handle extremely slow LSMSs). Some proposed contingency topics can be found later in this presentation.

Discussion/input from NPIF on ability to blackout Mass Update/Mass Porting (MUMP) functionality for 6 hours during night of testing (1 AM to 7 AM ET).

Discussion/input from NPIF to request no significant traffic from SOAs/LTI from 4:30-6:30 AM EDT on day of testing.  Note that medium business hours start at 7 AM ET and are the first business hours to start each day.

Acknowledgement / agreement that the NPIF is not looking to test SOAs, and as such, use of notification suppression is an appropriate approach.

Data Collection & Reporting metrics are finalized.  This isn’t as critical right now, but NPIF will need to determine metrics, especially on the network update times (see later slides).

If the NPIF agrees to move forward with testing, the group chairs should make a request to the NAPM LLC to work with the LNPA vendor on any contractual items needed for testing.













Rough Monthly Schedule
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July

NPIF reaches consensus to move forward with testing and makes request to NAPM LLC for SOW from vendor

August

Service Providers that can provide numbers/data are identified by end of month (to account for all TNs needed for testing)

September

LNPA sends initial communications by mid-month

Cross regional emails

Mechanized Users emails – communications will indicate that LSMS operators will need to be available for outreach during testing night

Calls to mechanized users, especially on the LSMS side, similar to failover prep (verify contacts, availability)

Test day (October 25 or November 1) finalized by mid-month

Service Providers share specifics of TNs and porting data by end of month

Reporting metrics finalized by end of month











Rough Monthly Schedule
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October

reminder communications sent

MUMP job details are reviewed and finalized with Service Providers by 15th 

October 25 / November 1 – testing

November – LSMS operators return network data timings or other agreed-to metrics to LNPA

December/January – results reported to NAPM LLC and NPIF











Reporting

7

Details TBD but recommend to include the following

Reporting of NPAC processing rate (i.e., did NPAC generate downloads at the expected rate)

Responsiveness of LSMS systems 

Response time

Message backlogs – take snapshots every X minutes to determine how many messages are waiting to be sent for each LSMS, and if above a certain threshold, would be reportable

Outbound Flow Control events 

Circuit capacity

Number of partial failures due to non-response by LSMS

Time to apply updates to network elements, based on data provided by network operators.  The NPIF should supply more information on what is to be collected as part of discussion on reporting metrics, but quite likely the LNPA will need to give the LSMS operators some TN or other identifying information so they can find the data in their networks or other downstream systems.















Conditions Resulting in Suspension of Testing 

8

If one or more of the limits listed below are reached, testing should be suspended (Per Region?  All regions?  Shut down testing in the affected region or all?)

If rate >22 TPS for 10 minutes in any region and unable to halt other large porting activities (SOA originated) contributing to increase above 11 TPS

Does this invalidate the testing? 

Is this a reason to shutdown testing if all local systems are handling the load?

More than ?? LSMS are down for >?? min

What are the steps if an LSMS goes down? Does this invalidate the testing for that LSMS?

What if an LSMS is down just prior to testing?  Should we proceed?

Average Response delay per LSMS (When message could be sent to when CMIP response or XML Async response is received) time is >15 min for ?? or more local systems

If >?? % SVs with non-empty Failed SP List
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Industry Load Test - May 23, 2012
 25,000 Transactions per Region

NANC 397 Validation (7 transactions/second)

Steve Addicks
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Background



Between 5:00 am and 6:00 am, Eastern, on May 23, 2012, an industry load test was performed to verify the increase in NPAC performance  provided by NANC 397 could be achieved.



25,000 active SVs in each U.S. NPAC were modified and broadcast (175,000 total)



All LSMSs participated in the exercise



No LSMSs were in backlog or recovery when the exercise began





Note: On October 3, 2007, a similar exercise was performed, but involving only 15,000 Modify transactions in each U.S. region (105,000 total)
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Summary - NPAC Results



SLR 3 Result:  Each region was 99.0% or greater for the one-hour load test. 

SLR 3 Requirement: 95%+ of all inbound requests must be Acknowledged in 3 seconds or less.



SLR 5 Result:  Each region was 99.5% or greater for the one-hour load test.   

SLR 5 Requirement: Maintain, for 95% of the CMIP transactions, a rate of 7 CMIP transactions per second (sustained) over each SOA to NPAC SMS interface association.



SLR 6 Result:  Each region was 99.8% or greater for the one-hour load test.

SLR 6 Requirement: Maintain, for 95% of the CMIP transactions, a rate of 7 CMIP transactions per second (sustained) over each NPAC SMS to Local SMS interface association.



   Zero transactions in the inbound queue



   Synchronous replication remained intact



   Network bandwidth utilization below 50%



   Application, Database, and Storage Array CPU & Memory utilization below 50%  



Neustar had no issues in processing the 25,000 transactions per region.  SLR 3 was significantly improved from the October 2007 exercise.  (Neustar action after the 2007 exercise was to increase bandwidth between Sterling and Charlotte datacenters to speed up synchronous replication.)  
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Summary - LSMS Results



237 of 249 (95%) of the LSMSs performed flawlessly (No delays)

12 of 249 (5%) of the LSMSs were behind at some point in taking downloads by at least 1,000 transactions (at least 144 seconds).  4 SPIDs were involved (SPIDs A, B, C, and D)

242 of 249 (97%) of the LSMSs had taken all the downloads by 6:10 am, Eastern

At end of the exercise – 6:00 am Eastern -- SPID C’s LSMSs owned 77% of the backlog

SPID C was finished taking downloads at 6:48 am, Eastern 

 

Note:  A sample of User’s circuits showed bandwidth utilization remained below 30% during the 1 hour period.



The industry performed well, with results equivalent to the October 2007 load test.  Although SPID C was the slowest, their performance was improved relative to their performance during the less demanding 15,000 transaction exercise in 2007.
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LSMS Results - Detail
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LSMS Results – Detail (continued)
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LSMS Results – Detail (continued)
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Next Steps



The NPAC team will reach out to SPIDs A, B, C, and D separately to discuss their LSMS performance.



With the success of the load test in terms of overall LSMS performance, it appears the Large Port Notification threshold could be increased from the current 15,000 level to 25,000. 
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25K Test Results - May 23, 2012


LSMS Results Only - Users are slow in taking downloads off of outbound queue


Region CMIP Outbound  Outbound  Outbound  Outbound  Total LSMS 


Region Time  Outbound Queue SPID Queue SPID Queue SPID Queue SPID Queue LSMSs No Issues


MA 5:00:00 0 34 100%


MW 5:00:00 0 36 100%


NE 5:00:00 0 34 100%


SE 5:00:00 0 39 100%


SW 5:00:00 0 35 100%


WE 5:00:00 0 35 100%


WC 5:00:00 0 36 100%


MA 5:15:00 1483 34 100%


MW 5:15:00 1485 36 100%


NE 5:15:00 6691 A 1887 B 1381 C 3198 34 91%


SE 5:15:00 1516 39 98%


SW 5:15:00 2412 C 2312 35 97%


WE 5:15:00 1493 C 1393 35 97%


WC 5:15:00 1244 D 1189 36 97%


MA 5:30:00 11313 A 1853 B 2467 C 6593 34 91%


MW 5:30:00 3196 C 3101 36 97%


NE 5:30:00 5176 C 5019 34 97%


SE 5:30:00 4590 C 4318 39 97%


SW 5:30:00 4161 C 4061 35 97%


WE 5:30:00 3161 C 3060 35 97%


WC 5:30:00 2327 C 2228 36 97%
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25K Test Results - May 23, 2012


LSMS Results Only - Users are slow in taking downloads off of outbound queue


Region CMIP Outbound  Outbound  Outbound  Outbound  Total LSMS 


Region Time  Outbound Queue SPID Queue SPID Queue SPID Queue SPID Queue LSMSs No Issues


MA 5:45:00 19643 A 3758 B 4295 C 11275 34 91%


MW 5:45:00 5369 C 5169 36 97%


NE 5:45:00 6375 C 6275 34 97%


SE 5:45:00 6315 C 6215 39 97%


SW 5:45:00 6207 C 6007 35 97%


WE 5:45:00 5453 C 5259 35 97%


WC 5:45:00 4211 C 4190 36 97%


MA 6:00:00 20458 A 2540 B 2831 C 14639 34 91%


MW 6:00:00 8205 C 7671 36 97%


NE 6:00:00 8829 C 8072 34 97%


SE 6:00:00 8991 C 8103 39 97%


SW 6:00:00 8539 C 8475 35 97%


WE 6:00:00 13771 C 7395 D 6156 35 94%


WC 6:00:00 13378 A 3305 B 3627 C 6244 36 92%


MA 6:15:00 11044 A 6:05:00 AM B 6:05:00 AM C 11044 34 97%


MW 6:15:00 4465 C 4465 36 97%


NE 6:15:00 4970 C 4970 34 97%


SE 6:15:00 5403 C 5403 39 97%


SW 6:15:00 4795 C 4795 35 97%


WE 6:15:00 4013 C 4013 D 6:10:00 AM 35 97%


WC 6:15:00 3164 A 6:07:00 AM B 6:07:00 AM C 3164 36 97%
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25K Test Results - May 23, 2012


LSMS Results Only - Users are slow in taking downloads off of outbound queue


Region CMIP Outbound  Outbound  Outbound  Outbound  Total LSMS 


Region Time  Outbound Queue SPID Queue SPID Queue SPID Queue SPID Queue LSMSs No Issues


MA 6:30:00 6896 C 6896 34 97%


MW 6:30:00 C 0 6:30:00 AM 36 100%


NE 6:30:00 1067 C 1067 34 97%


SE 6:30:00 1490 C 1490 39 97%


SW 6:30:00 317 C 317 35 97%


WE 6:30:00 35 100%


WC 6:30:00 36 100%


MA 6:45:00 C 0 6:48:00 AM 34 97%


MW 6:45:00     36 100%


NE 6:45:00 C 0 6:35:00 AM 34 100%


SE 6:45:00 C 0 6:35:00 AM 39 100%


SW 6:45:00 C 0 6:32:00 AM 35 100%


WE 6:45:00 35 100%


WC 6:45:00 36 100%
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